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Abstract 
 
Faced with increasing traffic, railway infrastructures are encountering growing demands, 
particularly in high-traffic areas. In this context, rail and sleepers emerge as the components 
most susceptible to failure. To assist infrastructure managers (IM) in optimizing network 
maintenance, we have explored a novel method for detecting critical defects on the track. The 
objective is to develop a process for real-time analysis of railway infrastructure that is both 
frugal and efficient and can be installed on board commercial trains. This new infrastructure 
monitoring system integrates deep learning networks with a data fusion model based on 
belief theory. By modeling the decision-making process of a human operator, this processing 
chain has achieved detection rates exceeding 90% for the five primary defects: defective 
fasteners, broken fishplates and rails, surface defects, and missing nuts. 
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1. Introduction 
 
Pattern recognition problems quickly encounter the phenomenon of combinatorial explosion. 
While many strategies have been successfully employed to extend the capabilities of these 
methods, they often revert to the original problem as the domain expertise broadens. In the 
railway sector, the complexities associated with detecting track defects pose challenges for 
comprehensive understanding, prompting us to adopt a localized approach. This involves 
distributing the problem across a set of deep networks (CNN). Then coordinating their 
outcomes through a fusion model allows us to achieve a decision closely aligned with reality. 
Our research demonstrates the superiority of this approach in identifying rail defects. This 
architecture offers tangible benefits over traditional image processing detection techniques, 
such as Histograms of Oriented Gradients (HOG), wavelet processing [1-3], and Gabor filters 
[4], among others.  
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While these methods have yielded positive results and often led to the commercialization of 
several monitoring systems, they suffer from significant drawbacks: generating numerous 
false positives and necessitating complex and expensive maintenance of the encoded 
monitoring systems. Conversely, techniques employing CNN and fusion models offer the 
following advantages: 
 
 They can recognize shapes that classical approaches cannot. 
 They are adaptable to environmental variations, accommodating novelty. 
 They can analyze extremely degraded signals. 
 They enable simplified maintenance focused solely on new learning. 
 
Operators aboard infrastructure monitoring trains identify faults by cross-referencing 
information within an image. The presence or absence of contextual elements informs their 
decisions, either validating or invalidating the defect. We modeled this human thought 
process to develop an efficient defect detection system. This approach led to the 
implementation of a multisensory system [5]. It combines decisions from neural networks 
(image analysis) with data analysis from other sensors (accelerometers, sound). Simple 
prediction weighting in a decision space based on confidence coefficients is impractical due 
to its sensitivity to techniques and parameter choices. Therefore, we explored various fusion 
techniques such as Markov Random Fields (MRF) [6] and belief theories (DS) [7]. These fusion 
methods are necessary because the information available on neural network reliability is 
inherently imperfect. These imperfections manifest in different forms: 
 
 Uncertainty: Reflects the degree of conformity of information to reality. 
 Imprecision: Indicates a lack of accuracy in knowledge, quantitatively. 
 Incompleteness: Signifies missing information from a source on certain aspects of the 

problem. 
 Ambiguity: Arises when information leads to two different interpretations. 
 Conflict: Emerges when multiple pieces of information yield contradictory conclusions. 
 
Data fusion techniques offer a theoretical framework for processing all types of data and 
addressing some of the imperfections associated with CNN. However, implementing these 
techniques entails several steps: 
 
 Information modeling: This step requires selecting a formalism to represent the 

information to be merged, including their imprecision and uncertainty. 
 Data combination: This involves processing sensor information according to predefined 

rules for information fusion. 
 Decision-making: In this step, the system selects a decision from among all proposals 

formulated by the system. 
 
Our system focuses on detecting five defects: defective fasteners, missing nuts on fishplates, 
surface defects on the rail tread, and broken rails or fishplates. One challenge the system 
tackles is the neural networks' confusion between defects and normal situations. For instance, 
rail breaks are often confused with rail joints due to their similar characteristic: a discontinuity 
in the rail tread (Figure 1). This shared characteristic renders rail defect identification by deep 
neural networks nearly impossible. However, detecting contextual elements helps resolve this 
ambiguity by searching for data, either in the image or from other sensors, to differentiate 
between the two scenarios. In our example, the sought-after contextual elements are fishplates 
or braids, which are present in rail joints but absent in the presence of breaks. 
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Figure 1: Example of a confusing defect, from left to right: a rail break and a joint. 

Therefore, in our example, the presence of a break will be confirmed by the processing chain 
if the adjacent areas to the location of the defect show an absence of fishplates and/or braids. 
In summary, our contribution revolves around the combination of CNN and a fusion model, 
the core of the forthcoming track monitoring system, for detecting multiple defects. This 
article is structured as follows: 
 
 In paragraph 2, we will present the state of the art. 
 Paragraph 3 outlines the system architecture. 
 Paragraph 4 presents the obtained results, which will be discussed in paragraph 5. 
 Finally, in paragraph 6, we will conclude this study. 
 
2. State of the Art 
 
Over the past few decades, track monitoring has benefited from technological advances in AI. 
These new techniques have significantly improved reliability and precision in defect detection 
[8]. Consequently, defect detection on rails has transitioned from manual visual analysis by 
agents to automated methods, either based on vision systems [9] or employing alternative 
methods such as ultrasound or electromagnetism. Traditional methods quickly became 
inadequate for modern surveillance needs. The new surveillance paradigm aims to automate 
monitoring and equip commercial trains for regular, real-time infrastructure monitoring. 
Among the emerging techniques, electromagnetic heating analysis of rails, though yielding 
promising results, is restricted by an inspection speed of less than 80 km/h [10]. Alternating 
Current Field Measurement (ACFM) is another method based on electromagnetism, capable 
of detecting surface or internal defects by analyzing magnetic field deformations, with a 
maximum analysis speed of 220 km/h on test benches [11]. However, this speed decreases 
significantly when deployed on commercial trains due to challenges in maintaining a constant 
distance between sensors and the rail [12]. Magnetic Flux Testing (MFL), which measures the 
magnetic flux to identify defects, is sensitive to probe placement and allows analysis at a traffic 
speed of 80 km/h. In the past decade, automatic inspection systems for railway infrastructure 
using AI techniques have primarily focused on controlling elements such as: 
 
 Fasteners securing the rail to sleepers, a complex problem due to the noisy environment 

and occlusions caused by erosion, dust, motion blur, and debris. 
 Rail breaks. 
 Surface defects. 
 
Early automated visual defect detection methods employed signal processing techniques with 
image decompositions using filters and wavelet transformations for relevant information 
extraction [13]. Technological advancements in speed have facilitated their adoption in 
industrial systems [14]. These systems often utilize linear cameras with high acquisition 
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frequencies. Initial crack and undulation detection systems employed contour detection and 
various filters to extract patterns on rail treads. Subsequently, detection expanded to include 
fasteners, nuts, ballast, etc. Machine learning (ML) techniques, initially focused on 
classification and segmentation, evolved with the introduction of neural network (ANN) 
models for defect detection. Convolutional neural networks (CNN) have gradually improved 
performance in terms of precision, recall, and computational efficiency. However, limitations 
persist, either in the number of defects detected or due to complex processing chains involving 
prior image processing. 
 
Today, the maturity of CNN significantly enhances defect detection at low acquisition costs, 
as demonstrated by [15] in tunnel inspection. Compared to other methods like Support Vector 
Machine (SVM) or Latent Dirichlet Allocation (LDA), CNN exhibits superior accuracy and 
detection rates [16]. [17] employed Multitask Learning (MTL) to detect sleepers and ties, 
achieving promising results. [18] evaluated the effect of convolutional network depth on 
accuracy in large-scale image recognition. [19] utilized a Faster R-CNN network for 
attachment detection, comprising deep convolutional and R-CNN classifier modules, offering 
a comprehensive approach to object detection. 
 
3. System Architecture 
 
The core of our processing chain comprises CNN and a fusion model, serving as the 
cornerstone of the multi-sensor railway infrastructure monitoring system. This innovative 
system must address several challenges: 1) Implementing an autonomous and reliable defect 
detection system. 2) Developing a system resilient to failures; 3) Ensuring low energy 
consumption not exceeding 1000 W; 4) Enabling real-time processing of defects and 5) 
Ensuring compatibility for installation on board all types of trains. The architecture of this 
new monitoring system is depicted in Figure 2. The diagram highlights the central role played 
by the chain combining CNN and the fusion model. 
 

 
 
Figure 2: Architecture of the analysis system. 
 
The complete processing chain consists of 5 blocks: 
 
 The first block incorporates sensors such as cameras, accelerometers, GPS (to locate 

defects), and train speed information, essential for data synchronization. 
 The second block ensures coherence and timestamping between data frames from the 

first block. 
 The third block, detailed in this article, analyzes, and merges the data. 
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 The fourth block identifies repetitive elements, specifically rail joints positioned at regular 
intervals of 12, 18, and 36 meters. This block distinguishes disturbances originating from 
the rails from defects present on the wheels. 

 The fifth block consolidates all decisions from blocks 3 and 4 with detections made by 
other trains operating on the same line and track, employing a Bond Graph (BG) type 
graph model. 
 

3.1 Main processing chain 
 
Following this, our focus shifts to the processing of images and sounds, the only elements for 
which we have actual data. For this segment, we have reinterpreted the UberNet architecture 
originally developed by [20]. This architecture employs multiple deep artificial networks 
simultaneously analyzing the same image (see Figure 2). 
 

 
 
Figure 3: UberNet architecture [20].  
 
In our implemented architecture, we utilize: 
 
 Two CNN: one dedicated to defect detection and the other to the detection of contextual 

elements, acceleration analysis using power density and sound analysis using the HPSS 
method [21]. 

 A data fusion module, specifically the belief theory developed by Shafer (1996). 
 Each CNN specializes in detecting a specific type of object: defects or context elements. 
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The concept underlying the fusion model's use is its modularity, structured around three 
components: 

 
1. Information modeling: This entails selecting a formalism representing the information to 

be merged, including its imprecision and uncertainty. 
2. Combination of information: This involves processing all sensor data according to 

predefined rules set by the operator. 
3. Decision making: The objective is to select a decision among all proposals made by the 

data analysis modules (CNN, Fourier transform, etc.) dedicated to defect detection. 
 
Therefore, the fusion component, situated at the output of the networks, amalgamates all 
information from decisions made by the networks or other sources (e.g., accelerometers, 
microphones). In the intricate landscape of fusion methods, probabilities are often crucial for 
interpreting stochastic measurements and for dynamic filtering. Fuzzy logic [22] is another 
tool for interpreting observations, but it only characterizes imprecise measurements. The 
Kalman filter [23], used in data fusion processes for controlling dynamic systems like robotics 
or autonomous cars, estimates the system's state from a past state at time t while measuring 
the differences between the prediction and this new state. However, belief functions, as 
defined by Dempster Shafer theory, offer a powerful framework for developing data fusion 
processes, dealing effectively with uncertainty and imprecision. 

 
3.2 Choice of deep neural network 
 
In recent years, CNN have seen significant advancements, especially in terms of inference 
speed and compactness, aligning well with our requirements: 
 
 Inference times compatible with commercial train speeds, approximately 160 km/h. 
 Compact and installable models in embedded architectures composed of FPGA 

processors and ARM processors. 
 A sustainable network model with strong support from the AI community. 
 
The Yolo CNN model [24] best suits our problem. This network excels in detecting areas of 
interest and labeling detections. Accuracy rates in various studies range from 77% for R-
CNN and SSD-type models to over 90% for the latest versions of Yolo architecture [25]. The 
Yolo architecture comprises three functionally distinct parts: backbone, neck, and head (see 
Figure 4). 

 
 
Figure 4: Architecture of a “one pass” network presented in the form of Backbone, Neck and “Dense 
Prediction” (head). The input image is provided to the first layer of the backbone, and the head part 
returns the detections in the form of bounding boxes [26]. 

 
 Backbone − This is a convolutional neural network that aggregates and trains image 

features at different granularities. 
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 Neck - This element applies a series of layers to combine the features of an image to pass 
them to the prediction. 

 Head - This element consumes the characteristics provided by the preceding element and 
undertakes the segmentation and classification steps. 

 
The first version of YOLO was introduced by [24]. In 2015 and provided a breakthrough in 
real-time object detection. YOLOv1 is a single-stage object detector with fast inference speed 
and acceptable accuracy compared to two-stage methods of the time. YOLOv2, also called 
YOLO9000, was proposed a year later to improve detection accuracy by applying the anchor 
box concept. In 2016, further improvements were made in YOLOv3 with a new Darknet53 
backbone and the ability to detect objects at three different scales using Feature Pyramid 
Network (FPN) as a neck model. [26] introduced YOLOv4 in 2020. YOLOv4 improved the 
performance of its predecessor YOLOv3 using a new backbone, CSPDarknet53 by adding 
Spatial Pyramid Pooling (SPP), Path Aggregation Network (PAN) and introducing the 
method of increasing mosaic data. The YOLO v5 model was introduced for the first time in 
2015. This model is positioned from the start on greater speed of execution while maintaining 
a precision close to previous models. Mandriota compared three models deployed on three 
devices, namely Jetson Nano, Nvidia GTX 1660 Ti and Nvidia Tesla T4 (table 1). Two 
parameters make it possible to determine the model best suited to our case, these are the 
average precision (mAP) and the capacity of the model to process a video, expressed in 
number of images per second (fps) (table 1). 
 
Table 1: Comparison between YOLO and MobileNet SSD models on custom dataset [27]. 

Model mAP 
FPS 

Tesla T4 1660 Jetson Nano 

YOLOV3 54.3 80 21 8 

YOLO V5s 37.6 100 28 15 

MobileNet-SSD 33.7 94 26 15 

 
Keeping in mind the criteria mentioned above, we deduce from these results that the YOLO 
v5s model seems to be the model best suited to our use case, with optimal values of precision 
and speed. We note that the MobileNet-SSD V2 network offers a speed like to YOLO v5s but 
its precision is lower. 
 
3.3 The fusion model – belief function theory 
 
Dempster Shafer's theory makes it possible to represent the imprecision and uncertainty 
introduced by data sources (CNN, sounds, acceleration). This notion of belief proves 
particularly effective when combining different points of view. It is known for its effectiveness 
in multiple applications such as image classification or decision-making. The main advantage 
of this theory is to assign a confidence level, designated by a mass, to the different classes 
predicted by neural networks while considering the ignorance we have about the information. 
This theory makes it possible to represent both the imprecision and the uncertainty of a 
measurement using three functions: mass function, plausibility, and belief. We are interested 
in the decision taken by a network, identified by a class denoted 𝐶, belonging to the set 𝐸 =
 {𝐶ଵ, … , 𝐶 }, here called the discernment framework. A source is supposed to hold at a time t, 
based on a body of knowledge, an opinion characterized by a degree of belief in each 
hypothesis of the type "class 𝐶 belongs to the set A", where A is by definition a subset of set 𝐸 
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[28]. These degrees of belief can be described by a mass function m satisfying the following 
relationship: 
 
∑ m

 ⊆ (A) = 1                                                                                                             [1] 
 
The mass functions that this model manipulates are defined on all subsets of E, and not simply 
on singletons (contrary to probabilistic and possibilist theories). Two other functions make it 
possible to represent the information sought: the belief function (𝑏𝑒𝑙) and plausibility (𝑝𝑙). 
The belief or credibility function (bel) represents the degree of confidence in the hypothesis 
“C ∈ A", considering the masses of belief assigned to all the hypotheses involving  A. It is 
defined by: 
 
bel(A) = ∑ m

 ⊆,ஷ (B) = 1                                                                                                               [2] 
 
The plausibility function (pl) represents the maximum degree of belief that can potentially be 
attributed to the hypothesis “C ∈ A" conditional on obtaining new information: this is the 
maximum confidence that one can have for the hypothesis. It is defined as follows: 
 
pl(A) =  ∑ m

 ⊆,ஷ (B)                                                                                                                          [3] 
 
pl(A) =  1 −  m(∅) − bel(Aഥ)                                                                                                              [4] 

 
∀ A ⊆ E 
 
Or Aഥ is the complementary subset of A in 𝐸. 
 
The mass 𝑚(𝐴) of a given defect expresses the proportion of all available evidence affirming 
that the defect detected by the network corresponds to the original class and not to another 
class. The value 𝑚(𝐴) assigned by a neural network to a defect does not only concern this 
defect and does not provide any information on the other defects identified by this same 
source, but each defect also having, by definition, its own mass. From the value of the mass of 
a defect, we can define a probability interval. This interval contains the precise value of the 
probability of identifying the defect, it is bounded by the belief (𝑏𝑒𝑙) and plausibility (𝑃) 
functions: 
 
𝑏𝑒𝑙(𝐴) ≤ 𝑃(𝐴) ≤ 𝑝𝑙(𝐴)                                                                                                           [5] 
 
Two other functions, called commonality (𝑞) and implicability (𝑏), may be of practical interest 
in computing the combination of belief structures. These functions are defined as follows: 
 
𝑞(A) = ∑ m(B) ⊒                                                                                                             [6] 
 
b(A) = ∑ m(B) ⊑                                                                                                             [7] 

 
This modeling allows, with the use of compound hypotheses, to precisely express the 
impossibility of dissociating several hypotheses [29]. However, the main interest of Dempster 
Shafer's theory is information combination. In the case of using several neural networks, it is 
interesting to combine the knowledge of each source in order to extract an overall knowledge 
of the defect and to propose a decision to an expert. Let us assume that we have two mass 
functions mଵ

 from mଶ
 two distinct neural networks 𝑆ଵ and 𝑆ଶ. The conjunctive combination is 

defined by: 
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(mଵ
 ⊕  mଶ

)(C) = ∑
୫భ

ు()୫మ
ు()

ଵି ୫ు(∅) ∩ ୀେ                                                                                   [8] 

 
(mଵ

  ∩  mଶ
)(Y) = ∑ mଵ

(A)mଶ
(B) ∩                                                                                   [9] 

 
∀ C ⊆ E 
 
Where m (∅) is the conflict coefficient between the two sources. This conflict can have two 
different origins: either the sources are unreliable, or the information they provide relates to 
different phenomena. In the case where there is uncertainty about the reliability of the sources, 
we can use an operator that is more cautious than the conjunctive operator defined above, but 
which provides less precise information than each of the sources. This operator is modeled as 
follows: 
 
(mଵ

  ∪  mଶ
)(C) = ∑ mଵ

(A)mଶ
(B)   ∪                                                                                [10] 

 
∀ C ⊆ E 
 
Which amounts to applying Dempster's combination rule, expressed by equations (11) and 
(12): 
 

mଵ,ଶ =  ൜
∑ mଵ(B)mଶ(C) si A ≠  ∅⬚

∩େୀ

0 si A =  ∅
                                                                            [11] 

 
This rule can be expressed in its standardized form: 
 

mଵ,ଶ =  ቊ
∑

୫భ()୫మ(େ)

ଵି
 si A ≠  ∅⬚

∩େୀ

0 si A =  ∅
                                                                              [12] 

 
With 
 
k =  ∑ mଵ(B)mଶ(C)∩େୀ ∅                                                                                                     [13] 
 
[30] propose a method which seems more adapted to the data we have, it uses the results 
obtained via the confusion matrix. This method is based on the reliability rate of a source, it is 
expressed as follows (eq 14): 
 

τ୧({C୧}) =  1 −  ඨ
ଵ

ଶ
 ∑ ൬

୬ౡ

୬ౠ
 −  δ୩,୪൰

ଶ

୩ୀଵ                                                                                        [14] 

 
With 
n୩, representing the number of elements classified in C୧; 
n୪, representing the number of type elements  C୧ ; 
δ୩,୪, being a parameter equal to 1 for the elements of the diagonal of the confusion matrix, or 

𝑘 = 𝑙; in other cases, this parameter is equal to 0. 
 
We can estimate the level of confidence in the presence of a defect knowing that the truth is 
framed by the plausibility and belief functions. However, the most used criterion is that of the 
maximum pignistic probability defined by [31]. This criterion is based on the fact that 
decision-making consists of choosing the measure for which the expected cost is the lowest. 
However, in the theory of belief functions we manipulate mass functions and not probability 
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functions, [31] suggests working with a particular distribution, denoted BetP, obtained by 
distributing the belief mass m (A) equally between the elements of A: 
 
BetP(c୧) = ∑

୫ు()

(ଵ ି ୫ు(∅))||
, ∀ c୧  ∈  E  ⊑                                                                                       [15] 

 
Where |A|is the cardinal of A. 
 
Like any application of a fusion theory, we must consider that the system considered is not an 
ideal, because one of the neural networks may be absent or defective. In order to model this 
fact, we assume that the failed component follows a Poisson process with a failure rate 
denoted λ. 
 
Either: 
𝑋 = 1 if the component fails or is absent in the meantime [ 0, 𝑡 ]; 
𝑋 = 0 for other cases. 
The lifespan 𝑊 of the component follows an exponential law of expectation ଵ


 therefore: 

 
V = λW ~ ε(1)                                                                                                     [16] 
 
The three variables mentioned above are linked by the relationship: 
 
X = 1 

⬚
⇔



୲
 ≤  λ                                                                                           [17] 

 
Suppose we only know that λ ∈  ൣλ, λ൧ 
 
If 

୲
 ≤  λ the component is certainly defective, then: 

 
bel (X = 1)  =  m୶({1})  =  1 − eି୲                                                                               [18] 
 
If 

୲
 >  λ the component is certainly defective, then: 

 
bel (X = 0)  =  m୶({0})  = eି୲                                                                     [19] 
 
Consequently, the failure or absence of a neural network results in the relationship below: 
 
m୶({0, 1})  =  eି୲  − eି୲                                                                              [20] 
 
The confusion matrices associated with the neural networks make it possible to define the 
mass functions for each class. Indeed, the learning data being known, and according to the 
work of [32], it is possible to convert the decisions made by neural networks into a belief 
function via the confusion matrix. The mass function is defined for a class representing a 
defect or a context element and we must apply the following rule: The detection of a joint 
between two rails supposes the detection of the elements of the set composed of fishplates, 
breaks or braids. The combination of the mass functions of each defect/element amounts to 
identifying the subset of defects corresponding to the intersection of two sets: all the context 
elements identified by the secondary networks and all the elements identified by the main 
network. Let 𝐶 be a set of classifiers and 𝛺 be the set of defects identified by the networks. The 
classifier is seen as a function 𝐶 taking as input an object 𝑋 from a set of objects 𝑃 as output of 
a class C(x) =  ω୩ ∈  Ω ⋃{ωାଵ} or by convention ωାଵ corresponds to the unknown class. 
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Each row 𝑘 of the confusion matrix corresponds to the decision of the network C(x) = ω୩ and 
each column 𝑙 of this same matrix corresponds to the reality of the classification ω୪. We also 
use three rates which allow us to assess the performance of each network: 
 
The recognition rate, noted R; 
 

R୧ =  
∑ ୬ౡౡ

ే
ౡసభ

୬                                                                                 [21] 
 
The rejection rate, noted T; 
 

S୧ =  
∑ ∑ ୬ౡౢ

ే
ౢసభ; ౢ ಯ ౡ

ే
ౡసభ

୬                                                                               [22] 
 
And the substitution rate, noted S. 
 

T୧ =
୬(ేశభ)



୬                                                                                 [23] 
 
For all the rates defined above, n୧ represents all the elements of one of the classes of the 
validation dataset or depending on the level of aggregation of the classes, all of the elements 
to be identified. The rates 𝑅, 𝑆 and 𝑇 make it possible to calculate two other rates essential for 
calculating the mass functions, the reliability rate and the rate measuring the unreliability of 
the network. Thus, the reliability rate of the classifier, without considering rejections, is 
defined as follows: 
 
R୧ =

ୖ

ଵ ି 
                                                                                [24] 

 
The rate measuring the unreliability of a network is defined by the following relationship: 
 
U୧ =

ୗ

ଵ ି 
                                                                                [25] 

 
Consequently, the mass function is defined for each class by the following relation: 
 

m୧({ω୪}) =
୬ౡౢ



୬ౡ
  =  R୧                                                                            [26] 

 
The introduction into the calculation of the mass function of a contextual weakening makes it 
possible to consider that the reliability of one of the sources can vary depending on the truth 
of the object to be recognized. A simple method, proposed by [30] consists of using its 
expression by the disjunctive combination rule. 
 
m  =  m ⋃୪ୀଵ

 {ω୪} R୧ [ω୪]⬚                                                              [27] 
 
In the case where a source of information, from which the belief function comes, is not 
completely reliable, it is possible to introduce a weakening variable. Let α be the attenuation 
variable associated with the source: 
 
α =

୬ౡౡ

୬                                                                                  [28] 
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The coefficient α represents the knowledge of the reliability of the source. Thus, a weakened 
mass function, denoted  m, can be deduced from the initial mass 𝑚 via the following 
relationships: 
 
m(A) =  αm(A) ∀A ∈ Ω, A ≠ Ω                                                                                 [29] 
 
m(A) = 1 −  α +  αm(Ω)                                                              [30] 
 
A belief function can represent several types of knowledge and thereby constitutes a rich and 
flexible framework for the representation of uncertain information. It is interesting to treat, 
via this model, the failure of one or more components of our processing chain. In order to 
simulate this restricted operating mode, we associate with the normal operating mode of a 
sensor or a layer, denoted 𝑠, a maximum performance level, denoted 𝑢, the total failure 
mode of the sensor, denoted 𝑠, is associated with a minimum performance level denoted  𝑢. 
We assume that the system works when the main component works. By main component, we 
mean the layer in charge of defect detection. For the sake of simplification, we consider that 
each component has the same failure rate noted λ. The events that drive components from the 
{𝑊𝑜𝑟𝑘𝑖𝑛𝑔} state to the {𝐹𝑎𝑖𝑙𝑒𝑑} state is independent. In this case, the system being considered 
homogeneous, its reliability is given by the following relationship: 
 
R(T୧) =  ∑ C୬

୧ r(T୧)
୧൫1 − r(T୧)൯

୬ି୧୬
୧ୀ୩                                                              [31] 

 
With 
 
C୬

୧ =  
୬!

୧!(୬ି୧)!
                                                                 [32] 

 
Where r(T୧) is the probability for each component to be in the {𝑂𝑛} state and T୧ is the mission 
duration. By setting 𝑇 =  200ℎ and taking as a pessimistic hypothesis a reliability of 0.95 for 
each layer, the theoretical reliability of the system is established at: 
 
R(T୧) = 0,9235                                                                 [33] 
 

4. Results 
 
The networks were trained from a training base comprising 21,000 images, or on average 
2,300 images per object. The analysis chain (CNN + fusion model) was tested on 450,000 
images. The training base is divided into two groups: 
 
 The group of defects includes missing or defective fasteners, missing nuts, broken rails or 

fishplates and surface defects,  
 The group of contextual elements consists of fishplates, braids, clamping and marking 

elements. 
 
From the training base, we tested several architectures of Convolutional Networks, the results 
of this comparison are presented in figure 5. At the end of this comparison, we have chosen 
the CNN YOLO v5. For each version of this CNN and before inference, we preprocessed the 
images. This preprocessing consists of re-cutting images, we went from an image with an 
average size of 1500 𝑥 700 to an image with a standardized size of 750 𝑥 700. 
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Figure 5: Choice of convolutional network. 
 

4.1 YOLOV5 Networks 
 

The results obtained by the Yolo network (Table 1), although good, highlight the difficulty 
that CNN have in discriminating defects whose characteristics are close to normal situations. 
Indeed, we observed the following confusions: 
 
 A high number of missing nuts were detected even though they were just holes. 
 The joints were systematically confused with rail breaks. 
 Surface defects were mistaken for oil stains or vegetation. 
 
Concerning the detection of defective fasteners, we notice a difference between the number of 
missing fasteners detected by our network and the number of fasteners reported by an 
operator. This difference is due to a management rule specific to the French infrastructure 
manager, SNCF Reseau, the missing fastener defect is validated if at least three consecutive 
fasteners are absent. Once we selected the YoloV5 model, we tested the small and medium 
variants. For each test we carried out a first inference without pre-processing the images then 
in a second inference with pre-processing. The results show that the models perform better 
when inferring raw images (figure 6) than when inferring preprocessed images (figure 7). 
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Figure 6: Yolov5 small confusion matrix without pre-processing. 

 

 
 
Figure 7: Yolov5 small confusion matrix with pre-processing. 
 
During tests on our dataset the YOLO V5 small model obtained better results than the YOLO 
R variant (table 2). 
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Table 2: Comparison between YOLO v5 small and YOLO R. 
 
 YOLO v5small YOLO R 

Precision Recall mAP@.5 
mAP@.5-

.95 
Precision Recall mAP@.5 

mAP@.5-

.95 

Defective 

fasteners 

0.992 0.995 0.993 0.789 0.852 0.954 0.945 0.615 

Missing 

nuts 

0.983 0.991 0.987 0.628 0.769 0.955 0.952 0.445 

Breakups 0.998 0.455 0.5 0.253 - - - - 

Surface 

defects 

0.812 0.845 0.894 0.531 0.55 0.918 0.956 0.409 

Clamps 0.983 1 0.994 0.663 0.704 0.867 0.846 0.469 

Fishplate 0.999 0.999 0.995 0.923 0.73 0.988 0.982 0.647 

Braid 0.953 0.985 0.98 0.705 0.47 0.984 0.946 0.509 

Seal - - - - 0.66 0.875 0.827 0.30 

 
Figure 8 illustrates the differences in decisions made by three systems: The commercial 
monitoring system, used by the French infrastructure manager, SNCF Réseau, this new 
analysis system, and the operator. In cases 1 and 2, the current monitoring system detects a 
fishplate breakage even though the operator and our new system made the right decision: no 
fault. Case 3 shows an interesting case, the use of a CES clamp used to consolidate a critical 
rail defect. in this case both automated systems detect a missing nut. The addition removes 
this ambiguity and reclassifies this defect. 

 
 
Figure 8: Choice of convolutional network. 
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4.2 Evaluation of the fusion model 
 
The distinction between a break and a joint being almost impossible by CNN, the theory of 
belief functions makes it possible to consider the disjunction of these two classes without 
introducing arbitrary information forcing their separation. The type of architecture studied 
consists of three classifiers: 
 
 The classifier 𝐶ଵ for defect detection, 
 The classifier 𝐶ଶ for contextual elements, 
 The classifier 𝐶ଷ  for detecting joint-specific sounds. 
 
Let the set Ω = {Cଵ, Cଶ, Cଷ} or each C୧ designate one of the three classifiers and  m୨(j =

{Cଵ, Cଶ, Cଷ}), the mass function defined for one of the three classifiers. Each neural network is 
specialized in the following classifications: 
 
Table 3: Affiliation of classes to sources. 
 

Classifiers Classes detected 

𝑪𝟏 Defective fasteners, defective nuts, broken rails and fishplates, surface defects. 

𝑪𝟐 Fishplates, braids. 

𝑪𝟑 Joints, ambient noise. 

 
In the case of probabilistic classifiers, the results obtained in the same discernment framework 
from two independent neural networks and expressed by the two mass functions 𝑚ଵ and 𝑚ଶ 
can be combined in order to obtain a common base assignment noted  mଵ,ଶ. In general, results 
can be combined in different ways, some of which may consider the reliability of the sources. 
This first approach is based on the following two practical and theoretical arguments: 
 
 First argument: The rule of prudence and other t-norm based rules cannot be directly 

applied to probabilities, because they are dogmatic belief functions. 
 Second argument: The outputs of the probabilistic classifier are interpreted as betting 

probabilities, whereas any belief function whose graphical probability distribution 
matches the classifier output can be considered consistent with that output. 

 
Table Table , below, gives for each defect, the evidence as well as the sources used. 
 
Table 4: Rules of evidence. 
 

Defects/elements Merge Rules 

Joint versus rail break 

This element is identified by the classifier  𝐶ଵ in association with the detection of 

a fishplate or braid (Classifier 𝐶ଶ) and a specific sound (Classifier 𝐶ଷ). The 

absence of one of the elements cited directs the system's decision towards a 

rupture. 

Let the set 𝐴 be composed of these elements {breaks, fishplates, braids, joint}. 

Surface defects 

This type of defect is identified by the classifier 𝐶ଵ and it is confirmed by the 

frequency detected by the classifier 𝐶ଷ. 

Consider the set 𝐵 comprising the following singletons {Surface defects, 

sounds}. 
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Fishplate break 

This type of defect is identified by the classifier 𝐶ଵ provided that a fishplate is 

detected via the classifier 𝐶ଶ. 

Consider the set 𝐷 comprising the following singletons {breaks, fishplates}. 

 

We calculated the confidence and weakening rates for each defect or context elements (Table 
5). The defects identified by the classifier 𝐶ଵ have the lowest confidence rate despite a 
weakening rate almost equivalent to those calculated for the other classifiers. This result can 
be explained by the low number of defects present in the dataset compared to the number of 
false positives detected by the monitoring system used on the national rail network. 
 
Table 5: Mass function and attenuation for each source. 
  

Classifier Defects (Classes) 
Confidence 

rate 

Attenuation 

rate 

Mass 

function 

𝒎(𝜱) 

Mass 

function 

𝒎(𝑨) 

𝑪𝟏 

Defective fasteners 0.163 1,000 

0.0569 0.943 

Missing nuts 0.359 0.760 

Break 0.006 0.375 

Surface defects 0.123 0.933 

Others 0.996 0.818 

𝑪𝟐 

Fishplates 0.981 0.946 

0.0140 0.986 Braid 0.970 0.966 

Others 0.672 0.778 

𝑪𝟑 
Joint 0.856 0.941 

0.1086 0.891 
Others 0.954 0.841 

 
In order to measure the differences in behavior of the classifiers we propose to use the 
reliability rate R୧ of the classifier C୧. These assignments only consider the reliability of the 
classifiers when a class is chosen. Before obtaining the information from the classifier  C୧, all 
classification options are plausible. Then, when the classifier C୧ gradually assigns elements to 
classes  ω୩, the set of elements that do not correspond to one class ω୩ becomes more and more 
restricted. The size of this set depends on the reliability of the classifier. A variant of 
proposition (32) taking this fact into account is proposed below: 
 
m୧ =  2ஐ →  [0, 1]   
{ω୩} →  R୧            [34] 
Ω \ ω୩ →  U୧ = 1 − R୧                                                           
 
The reliability of the classifier also influences the degree of belief of the class {ω୩}. If the 
classifier is unreliable, we are tempted to think that the answer given for an element is not the 
correct one. In this case, the introduction of this classifier in the data fusion part will increase 
the conflicts, which is why we chose to generalize the flexibility to our problem and therefore 
the conditions described in (32). Table Tablepresents the recognition and substitution rates of 
all the classifiers considering the assignments described in equation 31. 
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Table 6: Calculation of classifier reliability rates. 
 

Classifiers 
𝐑𝐢 

Recognition rate 

𝐒𝐢 

Substitution rate 

𝐓𝐢 

Rejection rate 

𝑪𝟏 0.943 0.0569 0.000 

𝑪𝟐 0.986 0.0140 0.000 

𝑪𝟑 0.891 0.1086 0.000 

 
In view of the results obtained, we see that the rejection rate for all the classifiers is zero. All 
the elements have been distributed into one of the classes. These results allowed us to 
categorize the networks by dividing them into four categories (Figure 9). 
 

 
 
Figure 9: Representation of classifier performance. 
 
All networks are grouped into the “high performance” category. We now consider a set of 3 
networks 𝑪𝒊, with 𝑖 ∈  {1, . . , 3} where each element x is assigned to one of the classes 
belonging to the set Ω = {𝜔ଵ,...,  𝜔}. This set is assumed to be common to all classifiers. As 
classifiers can select a set of classes, the rejection class is equivalent to a decision for the set of 
classes  Ω. Consequently, the rejection will now be denoted 𝐶(x) = Ω, instead of 𝐶(𝑥) =  𝜔ାଵ. 
In order to illustrate this mechanism, consider the combination which identifies the rail joints, 
i.e. A, the set of classes {ωୖ୳୮୲୳୰ୣ,  ω୧ୱ୦୮୪ୟ୲ୣୱ,  ω୰ୣୱୱୣ, ωୗ୭୬ୱ} coming from three different 
sources 𝑪𝟏, 𝑪𝟐 and 𝑪𝟑, with 𝑪𝟏 = {Breaks}, 𝑪𝟐= {fishplates, Braids}, and 𝑪𝟑 = {Sounds}. 
Depending on the difficulty of the recognition task, each sensor and associated classifier can 
recognize either a defect, a defect class for example (ωୖ୳୮୲୳୰ୣ,  ω୧ୱ୦୮୪ୟ୲ୣୱ,  ωୗ୭୬ୱ) or a 
contextual element. In case of high uncertainty, the system can also select the reject option, 
which is like to choose the option in our merger model, the entire universe  Ω. The hierarchical 
decision space corresponding to this case is represented by 10. 
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Figure 10: Hierarchy of combinations for joint detection. 

 
It should be noted that the classifier detecting breaks mainly detects joints, real rail breaks will 
be detected if one of the following elements {braid and Fishplate or sounds} are not present. 
 
Table 7: Calculation: mass functions, plausibility functions, pignistic probabilities of elements or 
defects. 
 

Defects 
m(Φ) 

weakened 

m(A) 

weakened 

Pl(A) 

Weakened 

Bel(A) 

weakened 

BetP(A) 

Weakened 

Fishplate 0.104 0.896 0.104 0.896 0.930 

Braid 0.068 0.932 0.068 0.932 0.955 

Rail break 0.859 0.141 0.859 0.141 0.313 

Surface defects 0.129 0.871 0.129 0.871 0.897 

Joint 0.114 0.886 0.114 0.886 0.943 

Ambient noises 0.292 0.708 0.292 0.708 0.854 

 
The result obtained for the detection of rail joints by data fusion shows that the pignistic 
probability is well below 50% compared to the 90% obtained for the context elements (Table 
). This result is explained by the low number of rail breaks (less than 40 breaks were detected 
across the entire national network) present on the national rail network and identified by the 
automated detection system in relation to the mass of the joints misclassified as a breakup. 
Another probable cause is that the systems were trained to detect a break, but the detection of 
joints is a false positive. The application of the weakening coefficient accentuates this 
difference and brings the confidence level down to around 10%. Each layer of the UberNet 
network corresponds to a performance level denoted 𝑢 as well as an operating mode denoted 
𝑠. Let us now study the impact of the failure of one or more components. Thus, in the fusion 
chain leading to the recognition of a joint, we have alternately inhibited the sensors allowing 
the identification of the following context elements: the fishplates, the braids, the sound 
specific to the joint and the “rail break”. The results are presented in the table below: 
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Table 8: Calculates weakened mass functions for each combination of failed components. 
 

 Defective sensors 

Combination Level Fishplate Braids Seal Breakup 

Fishplate, breaks 2 0.000 0.584 0.584 0.000 

Braids, breaks 2 0.692 0.000 0.692 0.000 

Joint(s), ruptures 2 0.354 0.354 0.000 0.000 

Fishplate, breaks, joints (sounds) 1 0.000 0.435 0.000 0.000 

Braid, breaks, joint(sounds) 1 0.552 0.000 0.000 0.000 

 
First observation, the failure of a sensor identifying the specific context element of sounds 
leads to the failure of the overall system. Despite the failure of the sensors dedicated to the 
detection of ribs and braids, we can maintain minimal operation of the system at the cost of a 
significant increase in the number of false positives. Failure of the main sensor results in 
complete failure of the device. Let us now consider that the component failure rate is not 
known precisely but in the form of an interval: ൣλ, λ൧=  [0,9eିଷ, 1,1eିଷ]. As an example, we will 
use the values of λ proposed by [33]. Applying this distribution relative to the state of the 
sensors for joint identification gives the following results: 
 
Table 9: New distributions of mass functions considering the state of sensors. 
 

Defects m(A) Pl(A) Bel(A) BetP(A) 

Fishplate, break 0.312 0.688 0.312 0.656 

Braid, break 0.323 0.677 0.323 0.662 

Joint(s), ruptures 0.147 0.853 0.147 0.573 

Fishplate, break, joint (sounds) 0.072 0.928 0.072 0.382 

Braid, breaks, joint (sounds) 0.076 0.924 0.076 0.384 

 
The integration of this failure makes the system inoperable if we only consider the credal 
probability. However, considering the pignistic probability makes it possible to maintain 
acceptable operation of the system. 
 
Table 10: Calculation: weakened mass functions, weakened plausibility functions, weakened pignistic 
probabilities of elements or defects. 
  

Defects pl(A) Bel(A) BetP(A) 
Pl(A) 

Weakened 

Bel(A) 

weakened 

BetP(A) 

Weakened 

Fishplates, breaks 0.0495 0.9505 0.7922 0.4157 0.5843 0.7922 

Braids, breaks 0.0346 0.9654 0.8462 0.3076 0.6924 0.8462 

Joint (sounds), rail breaks 0.1294 0.8706 0.6769 0.6462 0.3538 0.6769 

Fishplates, breaks, joints (sounds) 0.0246 0.9754 0.6233 0.5651 0.4349 0.6233 

Braid, breaks, joint (sounds) 0.0169 0.9831 0.7014 0.4480 0.5520 0.7014 

Joint: {Fishplates, breaks, joint 

(sounds), braids} 

0.0007 0.9993 0.6578 0.5132 0.4868 0.6578 
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The acceptance phase involved comparing defect detection between SNCF Reseau’s current 
track monitoring system, validated by an expert's decisions, and our new system. Both 
systems analyze the same lines and tracks (Table 11). 
 
Table 11: Comparison between current monitoring system and the new monitoring system. 
 

Line - Track 

Current track monitoring 

system 

Defects valided by 

experts 

New track monitoring 

system 

Defects detected 

automatically 

Gap between 

systems 

Defective 

fastener 

Missing 

nuts 

Defective 

fastener 

Missing 

nuts 

Defective 

fastener 

Missing 

nuts 

1000-V1 5 
 

5 
 

0 0 

1000-V2 47 
 

56 
 

9 0 

180000-V2 8 
 

8 
 

0 0 

20000-V1 1 
 

1 
 

0 0 

205000-V1 16 26 19 27 3 1 

229000-V1 45 
 

49 
 

4 0 

229000-V2 35 
 

47 
 

12 0 

267000-V1 8 
 

8 
 

0 0 

272000-V2 46 
 

53 
 

7 0 

295000-V1 2 
 

3 
 

1 0 

32000-V2 2 
 

2 
 

0 0 

334000-V1 1 
 

3 
 

2 0 

340000-V1 23 
 

25 
 

2 0 

340000-V2 3 
 

3 
 

0 0 

570000-V1 4 3 5 4 1 1 

570000-V1BIS 2 
 

2 
 

0 0 

570000-V2 2 
 

2 2 0 2 

655000-V1 44 1 45 2 1 1 

655000-V2 26 2 31 3 5 1 

70000-V2 58 
 

66 
 

8 0 

750000-V1 32 
 

32 3 0 3 

750000-V2 6 
 

6 
 

0 0 

752330-V1 9 
 

9 
 

0 0 

752330-V2 1 
 

1 
 

0 0 

783000-V1 6 
 

8 
 

2 0 

798000-UNIQUE 1 
 

2 
 

1 0 

 
The result shows comparable results for the detection of missing nuts and deviations when 
detecting defective fasteners. This discrepancy is due to internal management rules that are 
not applied in our processing chain. It is noted that the current system, before the validation 
made by the experts, produces a considerable number of false positives. Out of 1,500,000 
images submitted to the experts, less than 1% are validated.  
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5. Discussion 
 
The combination of neural networks and a fusion model has yielded outstanding results. The 
detection rates achieved for each defect over 0.80, reaching as high as 0.95 for defective 
fasteners and surface defects. Integrating the fusion model for image analysis and 
incorporating additional information sources (such as sounds) led to a nearly 90% reduction 
in false positives and a substantial enhancement in rail break detection accuracy, soaring from 
0.33% to 95.2% (Figure 11). To further enhance surface defect detection, additional information 
such as acceleration measurements is required. 
 

 
Figure 11: Results obtained by the new system. 
 
However, we also observe a degradation in the detection of defective fasteners. This decline 
stems from a management rule implemented in the surveillance machines' software, which 
has not been incorporated into our model. According to this rule, a fastener is classified as 
defective if at least two consecutive defective fasteners are detected. Comparing a multi-defect 
monitoring system with those focusing solely on single defect detection reveals significant 
disparities in efficiency and reliability. Single detection systems may exhibit heightened 
sensitivity to specific defects but often overlook critical issues that can compromise traffic 
safety. In contrast, our multi-defect system offers broader coverage, identifying a wider range 
of potential issues. This facilitates proactive maintenance and reduces the risk of major 
incidents. Despite achieving slightly lower performance than hyper-specialized systems, our 
versatile system is simpler to implement and maintain. This simplicity provides a crucial 
advantage in terms of safety and operational efficiency in modern rail networks. 
 
Consequently, the simultaneous analysis of information from various sources, such as images 
or sounds, has enabled us to eliminate false positives and strengthen the detection of certain 
defects. Consider the example of fishplate breaks: in conventional systems, the fishplate 
breakage zone is often confused with the rail junction zone. However, our processing chain, 
aided by the fusion model, can accurately identify this critical defect. Moreover, the detection 
of contextual elements has also yielded positive results. For instance, implementing the 
recognition of paint marks on the rails, which identify the defects under surveillance, has led 
to an 80% reduction in surface defects. Similarly, for missing nuts, fishplate detection has 
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reduced false detections by 70%. Consequently, the 95.7% accuracy in detecting missing nuts 
mostly corresponds to genuine defects. Unfortunately, we were unable to measure the 
improvement for break detection, as this defect was absent from our test set. 
 

 
 
Figure 12: Confusion matrix obtained by the final system. 
 
Due to their heterogeneous shapes, surface defect detection is the least effective, although it 
remains at a satisfactory level. Confusion between real defects and the presence of oil or 
vegetation stains also contributes to this outcome. The incorporation of accelerometers is 
expected to significantly decrease the number of false positives. While this defect detection 
technique has yielded promising results, certain challenges persist. Exploring solutions such 
as integrating new sources of information (e.g., accelerometers, sounds) is necessary. 
Additionally, the overall procedure time and image processing duration must be reduced for 
these methods to be industrialized successfully. In Figure 13, we present some examples of 
defect detection with annotations. It can be observed that our networks successfully detect all 
types of annotated defects, including rail and fishplate breaks, defective fasteners, missing 
nuts, and surface defects. 
 

 
 
Figure 13: Examples of detections performed by neural networks on elements of the validation 
database. The green bounding boxes highlight the annotated areas. 
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Belief functions serve as tools for assessing subjective probability, enabling the evaluation of 
the degree of truth in an expert opinion. By introducing evidence masses, attenuating 
coefficients for these masses, and utilizing the combination rule, we can process information 
and arrive at reliable decisions. However, [34] highlights difficulties in applying this theory 
due to: 
 

 Sensitivity of the combination method to small values of belief masses. 
 Significant calculation times required compared to other methods. 
 Lack of clear semantics. 

 
Conversely, [35] and [36] view belief functions as a tool that enables reasoning in uncertainty 
with degrees of belief broad enough to encompass classic probabilistic and possibilist 
approaches. It also facilitates comparing views, merging criteria to process information from 
different sources and domains. 
 
6. Conclusion and Perspectives 

 
The results obtained by our architecture demonstrate that the approach combining neural 
networks and a fusion model is particularly well-suited for pathway monitoring. It effectively 
distinguishes defects from normal situations, reflecting the reasoning pattern implemented 
by an agent and reducing false positives generated by conventional image processing 
techniques. The utilization of belief theory enables the proposal of a robust system resilient to 
failures or uncertainties while maintaining relevant performance, provided that these failures 
do not affect the main classifier. Our future work will concentrate on developing the entire 
processing chain, focusing particularly on: 
 
 Evaluating the latest versions of Yolo, including V8 versions and MobileNetV3 models, 

as well as the Smets latest networks developed by Google. 
 Data synchronization. 
 Implementing repetitive elements using Kalman filters. 
 Adding a decision fusion model to eliminate the remaining false positives. 
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