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Abstract 
 
One major problem arises when AI models are run on edge devices because these have limited 
processing power, battery, and time constraints. This article explores methods to improve the 
performance of AI models in such settings so that they operate optimally and simultaneously 
and provide fast and accurate results. Some methods include model compression techniques 
such as pruning and quantizing, which make the model small sized to make the required 
computations with low energy utilization and knowledge distillation. Moreover, a special 
concern is checking the possibility of using federated learning as one of the ways of training AI 
models on devices spread across a distributed network while maintaining users’ privacy and 
avoiding the need to transfer the data to the central server. Another approach, distributed 
inference, in which the computations are suitably divided between different devices, is also 
investigated to enhance system performance and reduce latency. The use of these techniques 
is described in terms of the limited capabilities inherent to devices like smartphones, IoT 
sensors, and autonomous systems. In this work, efforts have been made to improve the 
inference and model deployment in edge AI systems, which is instrumental in enhancing the 
end user experience and smart energy usage by bringing sophisticated scale out edge-
computing solutions closer to reality through application optimized edge AI models and 
frameworks. 
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1. Introduction 
 
Edge computing decentralizes processing tasks, bringing computation closer to data sources 
such as IoT sensors, autonomous vehicles, and smart devices. While this approach minimizes 
latency and optimizes resource use, edge devices face challenges, including limited 
computational power, restricted memory, and power constraints. These constraints make 
real-time AI deployment difficult, necessitating strategies like model compression, federated 
learning, and distributed inference. By integrating these methods, edge AI systems can 
perform optimally, enabling efficient operations in latency sensitive applications such as 
industrial IoT and autonomous driving. Edge computing helps AI be deployed in healthcare 
and smart city sectors, where devices can be placed in infrared source settings. It is also 
boosted by the emerging 5G networks that have quickly evolved towards connecting 
multiple devices to the networks and making interactions between edges and clouds. 
However, implementing edge devices has challenges, including limited memory capacity, 
storage capacity, power to work on such devices, and less power utilization. Therefore, edge 
computing is a paradigm shift in data distribution and processing, bringing computation 
closer to the point where data is being generated, emergent devices and smart systems like 
smartphones, IoT, etc. [1,2] defined edge devices as networked hardware that enhances 
operationality and reactivity during operational processing. With the growth of such devices 
escalating, they assume a crucial function in AI usage, consequently, in any circumstances 
late, agencies should be low, and the speed of data throughput should be high [3]. 
 
Incorporating AI models directly into edge devices empowers real-time decision-making 
while reducing the utilization of common cloud infrastructure, which is always 
characterized by high latency and low bandwidth [4]. This approach helps to accelerate the 
data processing of streams locally to improve the functionality of applications such as self-
driving automobiles, real-time video surveillance, and home automation systems, as 
suggested by [5]. As a result of the implementation of local computation that is part of edge 
computing, the amount of data transferred across the network is reduced, traffic is also 
alleviated, and the overall effectiveness of the AI systems is enhanced [6,7]. We also see that 
edge computing makes AI scalable as it splits multiple computational tasks into many devices 
instead of accumulating them in one place, as in a data center [8]. Besides, it optimizes 
resource use and improves systems' capacity availability and operational efficacy [9]. 
However, integrating AI models on edge devices is incredibly challenging due to the limited 
computing capability, the constraint in energy resources that edge devices normally have 
and the requirement of real-time inference normally associated with most applications [10]. 
Some of these edge devices have limits on processing power, memory, or energy, due to this, 
there is a need to incorporate algorithms and model architectures that have sufficient 
capability and do not overuse the available resources [11]. Solving these challenges presents 
techniques like model compression, federated learning and distributed inference, which 
make edge AI solutions perform optimally within different operational settings [12]. 
 

2. Related Work 
 
The progress in edge computing has been very swift. As a result, there have been 
developments of interest in bringing AI models to edge devices with limited computational 
power and energy consumption [3]. Smartphones, multiple IoT devices, and autonomous 
systems are often resource scarce, meaning different techniques must be applied to achieve 
high performance and minimal latency, consuming less power simultaneously [11]. One such 
area is model compression, which is centered on the problem of making AI models smaller 
and less complex so that they can fit into the memory and processing power of a peripheral 
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device while being efficient and accurate [13]. Previous works have reduced computation 
overhead and model size in several ways, such as quantization, pruning, and knowledge 
distillation. 

 
In this paper, quantization will refer to a compression method that scales down the precision 
of the model’s weight and activation from floating point to lower precision format, namely 
an 8-bit integer, to gain a great reduction in memory and inference time. This method has 
successfully minimized power consumption in convolutional neural networks (CNNs) used 
in smartphone image recognition without significantly compromising performance [14]. 
Likewise, the pruning techniques have been applied in the context of neural networks to 
eliminate some of the weights that are not essential or are less significant in enabling the 
outcomes while reducing the number of computations during the inference stage [15]. This 
reduces execution time on edge devices, as seen in several probes on pruning deep learning 
models for constrained devices [16]. 

 
Other optimization methods include what is referred to as knowledge distillation, which is 
the process of effectively transferring knowledge from the teacher model to the student model 
[17]. The student model emulates the functionalities of the teacher model with limited 
parameters; thus, it is most suitable for use in devices with low computations. Studies in other 
tasks involving NLP and object detection have revealed that knowledge distillation boosts the 
performance of smaller models in various tasks. At the same time, a minimal accuracy is lost 
[18]. Another area of interest is federated learning, a distributed model training solution that 
prioritizes data privacy by not uploading raw data to the server [19]. This approach not 
only improves data security but also reduces the amount of network data that needs to be 
transmitted, making it an ideal choice for edge devices in settings with limited or intermittent 
connectivity [20]. As pointed out, the applications of federated learning are diverse, spanning 
fields such as healthcare and autonomous systems, where edge devices can update AI 
models in real-time with minimal delay and energy loss [21]. Distributed inference is an 
interesting application currently in development. This implies dividing a large AI model into 
several edge devices, each of which contributes a part to the inference model. Altogether, 
through the collaboration of several edge devices, distributed inference rates can reach real-
time rates even for big models [22]. For instance, distributed inference has been employed in 
the Elios-3 approach for self-driving vehicles to decrease system latency by concurrently 
processing data from LIDAR, cameras, and GPS, and other sources to process data [4]. 

 
Recent developments in hardware accelerations, including Google’s edge TPU and NVIDIA’s 
Jetson, have also helped roll out the models to edge devices to a great extent [23]. Such 
specialized processors are designed to perform machine learning algorithms, providing 
better performance for computation in terms of energy efficiency [13]. Edge AI hardware 
accelerators are intended for real-time machine vision and machine hearing processing, object 
detection, and video analysis on low power electronic devices [24]. Deploying AI models on 
edge devices effectively requires the implementation of several sophisticated approaches, 
such as model compression, federated learning, distributed inference, and hardware 
acceleration [25]. These approaches not only foster the initiation of elaborate AI applications 
on devices with minimal computational capacity but also minimize latency and energy 
usage, making them suitable for real-time applications in areas such as autonomous systems, 
IoT, and mobile computing. 
 

3. Methodology 
 

The task of enhancing the performance of AI models on edge devices is critical. Techniques 
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like model pruning and quantization aim to improve computational efficiency, albeit with 

possible trade-offs in predictive accuracy. The ultimate goal is to enable efficient deployment 

of AI models while preserving real-time responsiveness on resource constrained edge 

devices. 

 

3.1. Model compression techniques 

 

Techniques used in model compression, like pruning, are vital in making models take small 
storage space and less computation in the edge. 
 

3.1.1. Pruning and quantization 
 
In a broad sense, pruning is the method which, when applied to a phenomenal network, 
eliminates weaker weights and links in order to reduce the size of a model while, at the same 
time, increasing the accuracy of the model. This can be achieved, for instance, by magnitude-
based pruning, where weights below a given threshold are pruned, or structured pruning, 
where certain filters or neurons are removed from the network [19]. Even though 
quantization reduces the precision of the model parameters from the full 32-bit floating-point 
representation to low-numerated integers, such as 8-bit integers, it positively affects the 
memory requirements of a certain model, and the computations required. There are two 
approaches, namely, post-training quantization and quantization aware training. 
 

3.1.2. Knowledge distillation 
 

Knowledge distillation uses the knowledge stored in a large and complex Teacher model. It 

transfers it to a smaller, more efficient, implementable student model ideal for edge devices. 

Hence, the student model imitates the teacher's output or, in the case of the teacher model 

with soft argument outputs, equals the performance in terms of efficiency at a substantially 

lower computational resource [19]. 

 

3.1.3. Mathematical equation for model compression 
 

Compressed model size equation 
 
S_compressed =  N x (1 −  p) x q                                                            (1) 
 
Where: 

• S_compressed = Size of the compressed model (in bits) 

• N = Total number of parameters in the original model 

• p = Pruning ratio (the proportion of parameters pruned, 0 ≤ p < 1) 

• q = Bit-width per parameter after quantization  

Explanation: 
 
Pruning (p): Pruning Ratio (p) represents the fraction of parameters removed from the 
original model. After pruning, the remaining number of parameters is N x (1 - p). 
 

Quantization (q): Bit-width (q) denotes the number of bits used to represent each 
parameter post quantization. Reducing the bit-width from, for example, 32 bits to 8 bits, 
significantly decreases the memory footprint. 
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Combined effect: The product (1 - p) x q captures the dual impact of reducing both the 
number of parameters and the precision of each parameter. Multiplying by N scales this 
effect based on the original model size. 
 

Example calculation: Suppose you have an original neural network with: 
• N = 1,000,000 parameters 

• Pruning ratio p = 0.5 (50% of parameters pruned) Quantization bit-width q = 8 bits. 
 

Plugging into the equation: S_compressed = 1,000,000 x (1 - 0.5) x 8 = 1,000,000 x 0.5 x 8 = 

4,000,000 bits. This results in a compressed model size of 4,000,000 bits compared to the 
original size of 32,000,000 bits (assuming 32-bit precision). 
 

Extension to knowledge distillation: For Knowledge Distillation, the compression can be 
represented by the size of the student model (S_student) relative to the teacher model 
(S_teacher) :S_student = α x S_teacher 
Where: 
α = Compression factor (0 < α < 1) 
It can also provide speed charts and elevation charts but for paid users only. Consequently, 
the application is solely used for retrieving GPX routes. However, speed, distance travel and 
other parameters of analysis are required to cover in the coding process. 
 

3.1.4. Federated learning 
 
Edge devices can become competent by learning from each other while keeping the data on 
the user's device, giving the user full control over data processing. This is particularly 
beneficial in scenarios where data control is of utmost importance, such as in the medical field 
or when managing a personal photo library [20]. 
 

Federated averaging: Every edge device applies local model updates on the data, comes up 
with an update, and averages all the updates to create a new update to the global model. This 
goes on round and round within the loop until the model achieves improved performance to 
handle the data without the need to be aggregated at the center. 

 

Handling non-IID data: The second problem of federated learning is when the devices have 
non-IID data. Some of these data gathering and processing methods have to comprise steps 
like clustering devices with a similar distribution of data or employing federated learning 
models suitable for the given characteristics of the data downloaded by every device. 
 

3.1.5. Decentralized inference 
 

Here, AI processing is divided into smaller components and executed on edge devices, is an 
incredibly efficient strategy. By ensuring that each device's workload is manageable, this 
approach significantly enhances the overall system performance, providing a sense of relief 
for the system. 

 

Edge-cloud collaboration: In the edge-cloud collaboration, we can have computationally 
intensive parts of the model for the cloud. For instance, the convolution layers of a CNN can 
be implemented on the cloud. In contrast, a separate sub-model can be implemented on the 
device, such as the fully connected layers of the CNN. It reduces latency as per the load 
distribution so that the computations are handled on the edge of the cloud depending on the 
real-time factors and the complexity of the computation requirements. 
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Model partitioning: The ideas presented below are consistent with that of the model-
partitioning paradigm. The main goal in this strategy is to divide the model within the various 
devices or systems to balance the load and ensure low latency between the devices. In one 
layer-wise partitioning, the layers of the deep neural network are mapped over the different 
devices. 

 

3.2. Performance evaluation 
 
The success of these methodologies is typically evaluated using metrics such as inference 
time, model accuracy, and energy consumption on the edge device. Benchmarking is often 
conducted using standardized datasets like CIFAR-10 or ImageNet, and edge-specific metrics 
such as Frames per Second (FPS) or power consumption (measured in milliwatts) are critical 
to ensuring that optimized models meet real-time constraints [20]. 
 

3.3. Experimental design and procedure 
 
This experimental design will ensure that AI models are prepared for screening in these 
specific edge computing systems: smartphones, IoT devices, and other autonomous systems 
with limited resources compared to larger computers. The major concern is ensuring the 
models perform well while keeping the latency and energy consumption as low as possible. 
The way to achieve this optimization is to study using methods such as model compression, 
federated learning, and distributed inference. The study entails three key phases: Model 
compression, pruning, quantization, knowledge distillation, federated learning, 
asynchronous updates, client selection, distributed inference, and edge-cloud offloading. 
The baseline model is identified, and experimentations are conducted on edge devices. Then, 
the accuracy loss of the compressed models compared to the baseline model and the 
efficiency gains achieved are analyzed. There is dataset distribution, initial model training, 
federated learning algorithms, and performance assessment after each round of aggregation. 
This includes infraction time and latency, amount of energy used, model performance, and 
memory consumption. The last analysis would ascertain the significance of the difference 
between the baseline and experimental groups. At the same time, the efficiency 
improvement, in terms of optimization, would be plotted out in the energy usage graph 
against inference time and model accuracy. Another helpful graphic that will be created will 
be a tradeoff curve a Pareto front that will illustrate the tradeoff between energy 
consumption and performance indicators. 

 

3.4. Participant recruitment and ethics statement 

 
The study concerned with enhancing model performance on edge devices call for participant 
acquisition to guarantee their suitability and validity. Devices should also have different 
hardware specifications and structures and be used under different environmental 
conditions. It requires cooperation with manufacturers of devices and software and with 
users in industries that apply edge computing to maintain the study’s practical relevance. A 
large, sufficient, statistically significant number of edge devices is chosen to minimize the 
variance and guarantee generalization. 
 
The major ethical issues surrounding the use of AI algorithms in optimizing edge devices 
include the privacy and rights to the data used, consent procedures, efficiency and 
effectiveness of model use, environmental issues, and bias. Security requirements must be 
established to secure the information processed on the edge devices. Customers should be 
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aware of their data consumption and protection, Ex AI should also be applied. The 
optimizations addressed in the study could help decrease energy consumption and battery 
life to minimize the impact on the natural environment on most edge computing 
implementations. Last, the AI models should have no bias, especially when used in the 
systems that directly impact people’s decisions. 

 

3.5. Data analysis 

Example: Consider a tech company developing AI models for autonomous drones used in 
real-time environmental monitoring. These drones must operate in remote areas with limited 
connectivity and battery life, meaning the AI models must be optimized for deployment on 
the drones' onboard computers, which have limited computational resources. 

 

Problem: The original AI model for image classification and anomaly detection (used to 
detect environmental changes such as forest fires, floods, or wildlife) is too large and 
computationally expensive for the drones’ hardware. The company needs to reduce the 
model's size and computational demands while maintaining accuracy and real-time 
performance to ensure the drones can operate for longer periods without needing to recharge 
or connect to the cloud. 
 

Solution: The company decides to apply different model compression techniques to the 
original AI model to make it suitable for deployment on edge devices (the drones). The 
following data represents the outcomes of using various compression techniques. 
 

Table 1: Comparison of model compression techniques for AI on edge devices. 
 

Compression technique Model size reduction 

(%) 

Accuracy loss (%) Computational 

efficiency gain (%) 

Pruning (magnitude-based) 40 2 35 

Pruning (structured) 50 3 45 

Post-training quantization 75 1 60 

Quantization aware training 65 0.5 55 

Knowledge distillation 50 1 50 

Model size reduction (%): The percentage reduction in the model size after applying the compression technique. 

Accuracy loss (%): The loss in accuracy of the compressed model compared to the original model.  

Computational efficiency gain (%): The improvement in computational efficiency (in terms of reduced memory 

usage or faster inference time). 
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Figure 1: Comparing model compression Techniques. 
 
Table 2: Performance evaluation of federated learning and distributed inference techniques. 

 
Technique Inference time (ms) Model accuracy (%) Energy consumption (mW) 

Federated learning    

Federated Averaging 150 92 120 

Handling non-IID data 180 88 140 

Distributed inference   140 

Edge cloud collaboration 100 95 100 

Model Partitioning 130 93 110 

Inference Time (ms): Time taken for the model to make a prediction. 

Model Accuracy (%): The percentage of correct predictions made by the model. 

Energy Consumption (mW): Amount of power consumed by the model during inference. 

 

 

 

 

Figure 2: Performance comparison of distributed Learning Techniques 
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4. Results 
 
In Table 1, the company applied the following techniques to enhance its drone AI system. 
Performing magnitude-based pruning on the models reduced their size to 40%, with the 
added benefit of a battery life that is now 35% longer. Structured pruning has shrunk the 
model sizes by 50%, improving the computation performance by 45%. Nevertheless, accuracy 
was decreased to 3%, which may be crucial for high-risk scenarios such as forest fires. Using 
post-training quantization, the model size was also trimmed down to 25% of the original, 
resulting in an accuracy degradation of only 1%, thus improving drones' efficiency by 60%. 
With Quantization-Aware Training, the model's size was reduced to a third, and the overall 
computations required to deliver the same outcomes were cut down by half, which suited it 
well for real- time anomaly detection. Knowledge distillation helped to shrink the model's 
size by 50%, which led to an overall accuracy loss of only 1%, so computational efficiency 
had improved by 50%. Post-training quantization was the most effective as it expanded 
drones' capabilities to process data independently without constantly using the cloud. It is 
useful when monitoring remote areas in real-time. 
 
Table 2 assesses AI optimization outcomes of Federated Averaging, Handling Non-IID Data, 
Edge-Cloud Collaboration, and Model Partitioning for edge devices. Federated Averaging is 
a method of federated learning that consists of averaging the model updates performed by 
different devices, which results in low time for inference and high model efficiency. 
However, as already mentioned, handling non-IID data demands more time for computation 
and power consumption, which may lead to battery consumption and unoptimized use of 
resources. It is observed that Edge-Cloud Collaboration has the least inference time and 
highest accuracy compared to other techniques, and Model Partitioning divides the model 
into partitions, for which the inference time is much larger. It was discovered that it was 
critical to choose the right optimization method depending on the needs of the given 
application. Performance centralization and distribution are highlighted in Federated 
Averaging and Edge-Cloud Collaboration results, Handling Non-IID Data and Model 
Partitioning are also effective but have their weaknesses. These distinctions make it possible 
to make decisions regarding their performance, accuracy, and consumption when deploying 
AI models on edge devices. 
 

5. Discussion and Limitations 
 
Table 1 presents a statistical analysis of various compression techniques for AI models, 
focusing on three key metrics: Model Size Reduction, Accuracy Decrease, and 
Computational Gain. Such metrics assist in comparing how each technique reconciles the 
conflicts between model size, model accuracy, and computational cost. Magnitude-based and 
Structured pruning ensures that the model size is reduced to 40% and 50%, respectively, with 
a gain in computational efficiency of 45%. It has been observed that Post Training 
Quantization helps reduce the model size to the maximum extent of 75%, while, with the 
help of Quantization-Aware Training, the model size can be made 65% smaller, and 
computational complexity can be enhanced by 55%. Knowledge distillation has advantages 
in reducing model size while being relatively accurate, depending on the need.” Accordingly, 
P-TQ has the smallest model size and cis efficient with the lowest accuracy loss for 
applications that require substantial compression. The second evaluation method, 
Quantization-Aware Training, has a similarly satisfactory size reduction with a moderate 
sacrifice of accuracy, albeit slightly less efficient than Post-Training Quantization. Pruning 
(Structured) provides the highest size reduction and maximum efficiency improvement of all 
the pruning methods, but that comes at the cost of minimum accuracy. 
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Table 2 compares four optimizations for AI model performance on edge devices regarding 
Inference Time, Model Accuracy, and energy Consumption. Out of the four techniques, 
Edge-Cloud Collaboration shows the least inference time of 100 ms, 30 ms less than Model 
Partitioning (130 ms), and 50 ms less than Federated Averaging (150 ms). It is one of the 
fastest techniques to execute when compared to all other techniques. Cross-client modeling 
performs the worst at an inference time of 180 ms, significantly higher than Edge-Cloud 
Collaboration’s 100 ms. The highest accuracy of 95% is achieved by the Edge-Cloud 
Collaboration technique, thus indicating that it outperforms all the other techniques. 
Nevertheless, Handling Non-IID Data has the least accuracy at 88%, suggesting that the 
approach may not efficiently address the diverse data distribution. Edge-Cloud 
Collaboration takes the least energy at 100 mW and is the most efficient. In summary, Edge-
Cloud Collaboration is more effective than other techniques regarding inference time, model 
accuracy, and energy spent using edge-device AI models. Thus, Edge-Cloud Collaboration 
is a more balanced approach that optimizes the performance of the AIs on the edges. Thus, 
although Federated Averaging is not the most accurate and energy efficient approach, it has 
a relatively very low inference speed. Certain factors are worth considering when deploying 
AI models at the edge. 
 
Firstly, devices applied to the operational environment are often characterized by limited 
computational capabilities, memory, and storage compared to servers or cloud resources. 
Still, some approaches, like model compression, can compress the model to a desired size, 
but keeping the acceptable metrics values is a problem. Concerning model complexity and 
computational performance, most algorithms have an undesirable compromise due to 
restrictions on fine-tuning for certain activities, such as high-precision tasks. 
 
Secondly, energy consumption is important for edge devices, given that such devices are 
usually battery- based. Higher-performance AI models require more resources, hence 
requiring more powers the consumption of power. Pruning models to reduce power 
consumption has the tendency to affect two other factors: model precision and response time. 
Some approaches, like model pruning or quantization, help reduce power requirements but 
do not always provide the necessary performance for specialized AI tasks. 
 
Thirdly, the temporal aspect involves latency and real-time, which are essential to edge 
applications like the autonomous driving industry or video surveillance. Offline execution 
helps to decrease the time latency of data transmission to the cloud, but computational 
latency due to the complex models may hamper real- time performance. 
 
Fourthly, there are heterogeneities involved with edge devices, making it challenging to 
generalize models and the like or develop optimization algorithms. In particular, federated 
learning allows edge devices to jointly train models while the sovereignty of the raw data 
remains preserved. However, transmitting model updates between the devices and a central 
server enhances the communication overhead resulting in high latency, energy 
consumption, and limited scalability. Also, distributed inference, where specific parts of a 
model run on various devices or in cooperation with a cloud, brings new problems. 
 

6. Conclusion  
 
Edge computing, combined with AI optimization techniques such as model compression, 

federated learning, and distributed inference, is paving the way for efficient, real-time AI 

applications on resource-constrained devices. Model compression techniques like pruning, 
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quantization, and knowledge distillation significantly reduce the computational overhead 

and energy requirements while maintaining acceptable accuracy levels. Federated learning 

enhances data privacy and scalability but requires robust solutions for handling non-IID data 

and communication overhead. Distributed inference and edge-cloud collaboration optimize 

resource usage, offering improved performance and reduced latency. 

 

The study highlights the necessity of selecting the appropriate optimization strategy based on 
application-specific requirements, balancing trade-offs between energy efficiency, accuracy, 
and computational speed. The findings emphasize the potential of these techniques to 
transform edge AI systems, empowering applications in areas like healthcare, smart cities, 
and autonomous driving, with minimal latency and energy consumption. 
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