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Abstract

It is estimated that millions of deaths occur 
annually, which can be prevented when early 
diagnosis and correct treatment are provided 
in the intensive care unit (ICU). In addition to 
monitoring and treating patients, the physician 
of the ICU has the task of predicting the outcome 
of patients and identifying them. They are also 
responsible for the separation of patients who 
use special ICUs. Because not necessarily all 
patients hospitalized in ICU benefit from this 
unit, and hospitalization in a few cases will only 
lead to an easier death. Therefore, developing an 
intelligent method that can help doctors predict 
the condition of patients in the ICU is very 
useful. This paper aims to predict the mortality of 

cardiovascular patients hospitalized in the ICU 
using cardiac signals. In the proposed method, 
the condition of patients is predicted 30 minutes 
before death using various features extracted 
from the electrocardiogram (ECG) and heart 
rate variability (HRV) signals and intelligent 
methods. The paper’s results showed that 
combining morphological, linear, and non-linear 
features can predict the mortality of patients 
with accuracy and sensitivity of 96.7±6.7% and 
94.1±5.8%, respectively. As a result, accurate 
classification of diseases and correct prediction 
of patients by reducing unnecessary monitoring 
can help optimize ICU beds’ use. According to 
new and advanced techniques and technologies, 
it is possible to predict and treat many diseases 
in ICU, leading to longer patient survival.
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Introduction 

Health-treatment methods to maintain patients’ 
health have made undeniable progress [1]. 
Accurate disease prediction is very valuable in 
evaluating new treatments, controlling resource 
consumption, and improving the quality control 
of intensive care units [2]. Accurate classification 
of diseases and correct prediction can ultimately 
help optimize ICU beds’ by reducing unnecessary 
monitoring. With new and advanced techniques 

and technologies, it is possible to predict and 
treat diseases in the ICU departments, leading 
to longer and more patient survival [3]. In this 
paper, using the morphological parameters of 
the heart signal, the heart rate variability signal, 
and the linear and non-linear features extracted 
from this signal, we predict the mortality of 
cardiovascular patients hospitalized in the ICU 
during hospitalization in this department. Also, 
it is used to predict the future state of the patient 
until the moments before death.
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Due to the inherent nature of HRV, which 
is assumed to be a chaotic signal, models, 
processors, and non-linear quantifiers are used 
to extract information. They will be used to 
analyze and evaluate different signals [4]. The 
use of return maps to predict time series has 
been developed recently, and good results have 
been reported [3,5]. In this study, for better 
and more accurate identification of the period 
of the risk of death, in addition to the HRV 
signal information, morphological features 
of the ECG signal were extracted. This paper 
aims to investigate the changes in the cardiac 
signal in two different states: A) from the time 
of hospitalization in the ICU to a few hours 
before death and B) from a few hours before 
death to the moment of death). In previous 
research, not much attention has been paid to 
combining the information of ECG and HRV 
signal features to predict the patient’s future 
condition [1-7]. Therefore, in this research, an 
attempt is made to simulate a hybrid model and 
extract suitable parameters of this model. Then, 
using the parameters obtained from the model, 
the patient’s conditions and the risk of death are 
predicted.

The rest of this paper is organized as follows. 
In the next section, we present the data and 
proposed method. Then simulation result is 
introduced. Our results based on different 
approaches are reported here. Finally, we stated 
the discussion and conclusion in the last section. 

Proposed Method

Regarding that the patients admitted to the ICU 
are considered critical, it is better to correctly 
record the data from the first moment of 
hospitalization to predict their future process 
[1,2]. After recording the required data from the 
patients and before using them to implement 
the algorithm, pre-processing must be done. 
The processes in this part include removing 
noise and even solving the phenomenon of 

lack of data. Different filtering techniques can 
be used according to the desired signal noise, 
and imputation techniques can be used to 
solve the missing data [8,9]. Figure 1 shows 
an ECG signal for 2.5 sec. To generate HRV, 
after finding the R peaks in ECG, the distance 
between different R peaks is calculated. Finally, 
the heart rate is obtained based on Equation 1.

Windowing method 

The goal of the signal windowing method is to 
form different time series. In this method, we 
can use a window with a width of τ and move 
this window with an overlap amount of J on 
the signal [4]. Assuming that the time of death 
is at the moment T, the number of windows 
equals . The windowing method is shown in 
Figure 2.

In this section, a part of the signal is scanned by 
using any window with a certain width τ, and to 
scan other parts of the signal, the window must 
be slid over it. Suppose it is assumed that the 

Figure 1) Cardiac signal and display of R-R interval [9].

Figure 2) Signal windowing method.
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window is located at the beginning of the signal 
and its width is 500. In that case, the first sample 
to the 500th sample is placed in this window, 
and if we consider the overlap of the window as 
one unit, the data in the second window is from 
the second sample to 501. Suppose it is assumed 
that there are 10,000 samples before death. There 
are 7,000 samples in the first interval (from the 
moment the patient is admitted to a few hours 
before death), which means the prediction 
of death is 3,000 samples before death (if the 
sampling frequency is 256. Let’s consider that 
it takes about an hour) the number of produced 
time series will be equal to 9500. 

According to the topics discussed above, several 
time series can be formed using the windowing 
method, and in each series, the sample from 
the beginning to the end is clear. Choosing 
a suitable linear and non-linear model and 
applying samples makes it possible to obtain 
some equations in which the model parameters 
are unknown in each Equation. In the next step, 
the goal is to find the model’s parameters. In 
other words, the goal is to extract parameters 
from the model that has maximum compliance 
with the model.

In this step, the extracted parameters from the 
data of each window are applied to the model. 
The number of parameters depends on the model 
selection. For example, if the model has three 
parameters, three parameters are obtained per 
window. Therefore, if the number of windows 
in this hypothetical example equals 9500, the 
total number of parameters will be 3×9500. 
That is, the parameters become a time series. 
In the next step, these series can be applied to 
an intelligent algorithm to evaluate and correct 
the error. You can also check the process of 
changing parameters over time by plotting these 
parameters.

Intelligent algorithm

Different methods can be used to determine 

the parameter values. One of the most used 
methods is the use of intelligent algorithms. For 
example, in an artificial neural network, to find 
model parameters, these parameters should be 
considered network weights, and the samples 
in the window are applied to the network. The 
training algorithm continues until the error 
reaches the minimum value [10]. For example, 
in the first window, the first sample up to 499 is 
given to the network, and the sample output is 
500. In the second window, the second sample 
up to 500 is applied to the network, and the 
501st sample is considered the output, and this 
process continues until the complete scan of the 
time series. In the end, the coefficients related 
to each window are obtained for each window. 
In evaluating the model, the parameters 
obtained by the intelligent algorithm should 
be examined. In this section, according to the 
obtained parameters, a complete model can 
be used to reconstruct the original signal and 
calculate the difference between the original 
and the reconstructed signal.

Two criteria can be used to predict the patients’ 
mortality: The first index: Uses a binary 
classifier to achieve the greatest accuracy. The 
prediction output for each patient should be 
calculated as one (died in the hospital) and 
zero (survived). The second index: Predicts the 
percentage of mortality (risk) with the greatest 
degree of accuracy. For this index, the risk 
estimate output must be between zero and one. 
This scoring is based on three criteria: accuracy 
(Acc), sensitivity (Sen), and positive predictive 
value (PPV), which are calculated according to 
Equation 2. True positive (TP), True negative 
(TN), False positive (FP), and False negative 
(FN) parameters are defined in Table 1 [11].
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Figure 3 shows the different stages of cardiac 
signal processing to predict the patient’s 
condition. In this block diagram, the cardiac 
signal is processed at each stage, and the patient’s 
score is reported. If an error accompanies the 
result declared by the system during the training 
phase, the system will be corrected to reduce 
the error. It can be corrected by modifying the 
data pre-processing method or the size of the 
windows, separating the features from each 
series, combining them, and applying them to 
the intelligent system.

Also, Figure 4 shows different linear and non-
linear features of the ECG signal in each time 
window. As you can see in this figure, the 
features extracted from the heart signal are 
divided into linear and non-linear categories. In 
the proposed method, in addition to extracting 
morphological features from the ECG signal, 
various features were also extracted from the 
HRV signal [12-16]. Finally, these features 
were combined to determine the patient’s future 
condition.

Result

This paper examined 400 patients, including 200 
men and 200 women. Two hundred fifty people 
(62.5%), and 150 were non-living (37.5%). 
What will help us in correctly evaluating 
the extracted information and determining 
appropriate parameters is choosing a suitable 
method for the data processing. Different 
methods are used to model chaotic signals, 
but what is certain is that the chaotic features 
of HRV signals and ECG signal features play 
an important role in predicting the mortality 
of patients in the ICU. Choosing processing 
methods that consider its nature can effectively 
extract its facts. In this research, regarding this 
issue, chaos measurement criteria and types of 
chaos models are used for these signals. Using 
feature extraction, a proper prediction of the 
future of the signal can be made. Table 2 shows 
the results of the proposed method for mortality 
prediction. This table shows that combining 
morphological, linear, and non-linear features 
played an important role in achieving a better 
prediction result. Figure 5 shows the performance 
comparison of different feature extraction 
methods. As you can see in this figure, the best 
results are when a combination of features is 
used. The use of non-linear features ranked 
second in terms of patient mortality prediction, 
and linear and morphological features, as it is 
clear from this figure, ranked third and fourth, 
respectively, in terms of evaluation parameters 
of the prediction model.

TABLE 1 
Confusion matrix

Actual

survivenot survive
FPTPnot survive

Predicted
FPFNsurvive

Figure 3) Block diagram of the proposed method based 
on time series analysis of different windows.

Figure 4) Block diagram of extracting different linear 
and non-linear features from ECG signal.
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Considering that in this paper, the main focus 
is on ECG signal and heart rate variability, 
we should not ignore the recording of other 
parameters of patients. Therefore, to evaluate 
and correct the algorithm, it is recommended to 
use the other data of patients, such as the level 
of consciousness, the amount of oxygen, carbon 
dioxide, and even the number of breaths.

Another issue that should be considered is 
that ICU nurses usually appear at certain 
time intervals to record some data from the 
patient on the patient’s bed, which may cause 
problems in patient evaluation. Therefore, key 
parameters such as heart rate should be recorded 
continuously, and less important parameters 
such as body temperature should be recorded 
discretely, even, if possible, with short time 
intervals.

Discussion and Conclusion

In this paper, to extract the HRV from the ECG 

signal, Pan and Tompkins’s algorithm was 
used. In this method, the QRS complex was 
first identified, and then R wave detection of 
the complex was addressed. After determining 
the locations of the R wave, the R-R intervals 
were calculated, and finally, the HRV signal was 
formed. Before using the ECG signal, a high-
pass filter with a cutoff frequency of 0.6 Hz was 
employed to eliminate the motion artifacts in 
the signal. The use of digital bandpass filters 
in the pre-processing steps of ECG signals 
to attenuate the input noise is a conventional 
method in this area [17].

The clinical use of HRV was first proposed in 
1965 [18]. In the 1970s, Ewing developed several 
simple short-term clinical tests to diagnose 
the autonomic nervous system impairment in 
diabetic patients by the R-R difference [19]. The 
clinical significance of HRV became clear in the 
late 1980s when it was demonstrated that HRV 
is a strong and independent predictor of death 
following myocardial infarction (MI) [20]. 
HRV has several clinical applications; one of its 
important uses is evaluating the risk of sudden 
death after a heart attack [19]. Reducing HRV 
fluctuations is a useful prognosis of mortality 
and acute problems in patients after acute 
myocardial infarction. Today, HRV is of great 
importance in predicting the risk of cardiac 
death in some diseases, such as cardiac ischemia 
and myocardial infarction, and the classification 
and diagnosis of various arrhythmias and heart 
diseases [21,22].

Taking into account that two factors of the 
HRV and blood pressure are referred to as the 
important risk factors of mortality of patients in 
cerebrovascular intensive care units, the precise 
prediction of these signals can save the lives of 
many patients in the intensive care unit. A key 
point in the innovation of this paper is to predict 
the future of patients using the influential 
data in the death of these patients (HRV) and 
examine the system dynamic changes using a 
return map. As well as, considering the chaotic 

Figure 5) Comparison of different methods of feature 
extraction in terms of performance.

Feature type Sen (%) PPV (%) Acc (%) AUC*
Morphological 73.2±6.5 68.6±5.8 76.5±7.4 0.74
Linear 71.7±7.4 70.1±6.3 74.2±6.8 0.70
Non-linear 89.6±7.9 90.2±8.2 90.9±6.6 0.88

Combination 94.1±5.8 95.7±6.2 96.7±6.7 0.95

AUC*: Area under the curve

TABLE 2 
Calculation of sensitivity, positive prediction, and accuracy
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nature of the series, the use of chaotic models 
and maps can be effective in better predicting 
the patient’s future. In this paper, we presented 
a return map model with a part of the signal 
and extracted the parameters proportional to 
this signal. Then, using the obtained map, a 
true prediction of the patient’s future times was 
proposed. Hence, this study aimed to examine 
the map parameters and how to change the 
system’s dynamics and compared these results 
with the time when the system dynamics go 
to death for predicting the future status of the 
patient. In addition to the subject of study,  
one of the latest topics in medical research, 
one of the main issues that will play a role in 
its implementation is paying attention to the 
chaotic nature of the signals and distinguishing 
the research from other similar studies in this 
area. Overall, from the perspective of novelty 
and innovation in the research, items such as 
the lack of direct need to record many data of 
the patients, continuous recording of the cardiac 
signal of the patient, mortality prediction using 
a return map view, introducing new features 
of return map to predict the future status of 
cardiovascular patients in ICU, a new approach 
in determining the patient’s length of stay and 
prediction horizon to classify and predict the 
death class, providing a non-linear method to 
determine the adaptive parameters in different 
time intervals of stay in ICU, examining the 
dynamics of the HRV signal by comparing the 
ratio of near-death time interval changes relative 
to far intervals can be noted. In addition to 
predicting mortality in cardiovascular patients, 
many studies have pointed out the importance 
of predicting mortality in cerebrovascular 
patients. The following sections will give you 
an overview of some of these studies. The 
method proposed in this paper can help save the 
lives of cerebrovascular patients by using the 
risk factors of this disease.

Naver HK et al. [23] followed the idea of 
whether tests that show cardiovascular 
sympathetic and parasympathetic behavior 

can be associated with the direction and 
area of the brain injury. Therefore, heart rate 
variability and blood pressure in patients with 
monofocal stroke were compared with those 
with ischemic attacks and healthy subjects. A 
comparison of subjects with left-side stroke 
with the control group and those with right-side 
stroke indicated that stroke on the right side was 
associated with a decline in HRV changes and 
represented a reaction that takes place under 
parasympathetic control. The results of this 
study have revealed that the risk of death has 
a very strong relationship with the orientation 
and location of the stroke. High blood pressure 
plays a crucial role in pathological evaluations 
of cardiovascular and cerebrovascular mortality 
in hemodialysis patients. The investigations 
have demonstrated that high systolic and 
diastolic blood pressure increases the risk of 
cardiovascular and cerebrovascular mortality. 
Systolic blood pressure higher than 180 mm 
Hg and diastolic blood pressure higher than 90 
mm Hg is associated with increasing the risk of 
death of patients [24].

By examining 24-hour systolic blood pressure, 
A Fletcher [25] has shown a positive direct 
correlation between systolic blood pressure 
and mortality caused by a heart attack and 
brain stroke. Previously, this positive linear 
relationship was also reported in other studies. 
In contrast, diastolic blood pressure still has a 
linear relationship with the mortality of brain 
patients and a curved linear relationship with 
the mortality of cardiovascular patients [26]. 
Li SJ et al. [27] examined HRV dynamic 
changes in an acute cerebrovascular accident to 
determine the risk of stroke. Thirty-five patients 
were evaluated, and their HRV was recorded 24 
hours daily for five consecutive days. In terms 
of the level of the Glasgow Coma Scale (GCS), 
patients were divided into two groups. The first 
group of patients had GCS between 3 and 8, and 
the second group had GCS between 9 and 15. 
Of the 35 patients, 17 patients were assigned 
to the first group, and 18 remaining patients 
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were placed in the second group. Patients in the 
first group significantly showed a reduction in 
HRV, the standard deviation of RR intervals, 
and overall frequency. The HRV chart of the 
patients has lost its changes in the circadian 
cycle during a 24-hour and maintained a low-
level curve throughout the day. The success rate 
in predicting the risk of stroke has significantly 
correlated with the overall frequency, LF, HF, 
and GCS levels. The mortality prediction rate 
of these patients was 88.89%, and the survival 
prediction rate was 82.14%. In 2009, Andrea L 
et al. [28] studied 18 patients with brain injury. 
These patients have dramatically observed 
impaired cerebrovascular reactivity and 
impaired function of the autonomous nervous 
system (low power spectrum of HRV). This 
study reported a significant correlation between 
impaired cerebrovascular reactivity and the 
HRV power spectrum. The component of high-
frequency HRV can be used to predict brain 
injury and disorders in the autonomic nervous 
system. In other words, it can be said that HRV 
may be intended as an indicator to predict the 
level of brain damage.

Gianni D et al. [29] showed that non-linear 
parameters extractable from HRV could provide 
valuable information for the physiological 
interpretation of heart rate variability. The 
two groups were considered among the non-
linear parameters associated with HRV fractal 
behavior. The beta component is taken from 
the power spectrum and is based on the fractal 
dimension. To evaluate the relationship between 
brain injury severity and fractal behavior, 20 
patients with stroke and ten healthy subjects 
were examined. All individuals have a 24-hour 
ECG recording. The fractal dimension in this 
study is obtained from the Higuchi algorithm. 
The results have indicated that fractal analysis 
has shown interesting information about HRV 
dynamics in healthy subjects and patients 
with stroke. The fractal dimension has shown 
the ability to differentiate between healthy 
individuals and patients with stroke, even with 

different lesion severities.

The results of research conducted by Tsivgoulis 
G et al. [30] showed that high blood pressure 
is one of the everyday occurrences of acute 
cerebral ischemia, observed in 80% of patients. 
The amount of blood pressure has also been 
correlated with the severity of acute stroke. 
Günther A et al. [31] researched the infection 
after the incidence of acute stroke, which is one 
of the most commonly observed side effects. 
The project used HRV as an index that reflects 
changes in the autonomous nervous system to 
predict the infection after stroke. Forty-three 
patients with acute stroke were examined. The 
acute infection in these patients was predictable 
without taking blood factors and solely based 
on the features extracted from the HRV so that 
patients with infection showed an increase in 
HF, a decrease in LF and LF/HF during the day 
decline in LF and VLF during the night. Graff 
B et al. [32] analyzed the ECG of 75 patients 
with ischemic stroke. The linear and non-linear 
parameters of HRV and blood pressure, and 
respiration rate of these patients were evaluated. 
The mean RR interval, amount of blood 
pressure, and blood pressure changes showed 
that the increase in these parameters could be 
a good indicator for identifying an ischemic 
stroke.

Caroline A et al. [33] reported that arterial 
blood pressure and cerebral blood flow could be 
used as markers for cardiovascular problems. 
An increase in each can increase the risk of 
stroke in any of the regions. Yamaguchi Y et 
al. [34] researched the relationship between 
heart rate variability and the development of 
cerebrovascular disease. This study examined 
heart rate variability and night-time heart rate 
drop. The Root Mean Square of the Successive 
Differences (RMSSD) rate in patients with 
progression of cerebrovascular disease was 
higher than those without disease progression.

Moreover, the amount of RMSSD at night was 
completely independent of the incremental trend 
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of disease progression. The drop in heart rate 
variability in the early hours of the night was 
lower. Eventually, the increase in HRV during 
the night is considered an indicator to predict 
the spread of cerebrovascular disease.

Sung-Chun Tang et al. [35] employed the non-
linear features of HRV to predict the risk of 
occurrence of acute stroke in patients admitted 
to the intensive care unit. Multiscale entropy of 
patients with stroke was obtained from an hour 
of recording the ECG signal from patients in the 
ICU. The complexity index is also considered 
the area under the multiscale entropy curve. The 
behavioral process of the multiscale entropy 
graph of patients with arterial fibrillation 
was quite different from the patients who did 
not have this problem and the control group. 
Besides, the complexity index was significantly 
lower in patients with arterial fibrillation. This 
research has shown that patients admitted to the 
ICU with an acute stroke can be distinguished 
from those without arterial fibrillation using 
the non-linear features extracted from the HRV 
signal.

Assessing the patient’s mortality risk and 
informing the patient’s relatives can be a tool 
for evaluating the quality of ICU services and 
checking the success rate of applied treatments 
[4]. In previous research, most researchers have 
focused on using software developed in the 
field of mortality prediction in the intensive 
care unit and methods based on artificial 
intelligence [1,4,5,36,37]. The results show that 
the software is susceptible to the recorded data 
and the completeness of the data. For example, 
the results obtained from the data analysis 
of patients hospitalized in the special care 
department of different hospitals are visibly 
different from this software. In American 
hospitals, the software is implemented based on 
standard data, which differs in setup from other 
hospital units worldwide [38].

In addition to the research topic, one of the 

newest topics in medical research, one of the 
most important issues that will play a role in the 
process of its implementation is the attention 
paid to the chaotic nature of signals. This 
makes the research different from other similar 
research in this field. Choosing the appropriate 
processing methods that can identify and 
separate the nature of the proposed signals 
through feature extraction from the signal is 
one of the important topics in research related to 
this field. So that today, most of the research is 
dedicated to finding high-efficiency processing 
methods. In the meantime, the inherent 
complexity of chaotic signals has increased 
attention to slightly chaotic descriptors that 
can display signal dynamics. Among others, 
we can mention the use of complexity criteria 
and the calculation of various temporal and 
spatial dimensions, such as the correlation 
dimension and coherence calculation, to check 
the complexity of these signals.

In the field of artificial intelligence, such as 
neural networks, genetic algorithms, etc., 
research has been conducted in recent years. 
The main problem with these methods is using 
parameters recorded in the intensive care unit, 
which causes inefficiency. It is networked and 
reduces the speed of convergence. Therefore, 
there is a need to examine the effective factors 
and select the effective features. Since heart 
rate variability and blood pressure are two 
important risk factors for the death of patients 
in cardiovascular and cerebrovascular intensive 
care units [39,40], accurate prediction of these 
signals can save many lives. Save the patients 
in this special care department. Considering 
that the mentioned series are chaotic, using 
chaotic models and maps can effectively predict 
the patient’s future. Since signal-to-image 
conversion methods such as ECG imaging 
[41] can effectively identify cardiac diseases, 
this technique can be used to identify patients’ 
conditions better when they are nearing death.



Int J Biomed Clin Anal  Vol 3 No 1 June 2023 21

ISSN 2563-9218

References

1.	 Moridani MK, Setarehdan SK, Nasrabadi 
AM, et al. Mortality risk assessment of ICU 
cardiovascular patients using physiological 
variables. Univer J Biomed Eng. 2013;1:6-9. 

2.	 Moridani MK, Bardineh YH. Presenting an 
efficient approach based on novel mapping 
for mortality prediction in intensive care 
unit cardiovascular patients.  MethodsX. 
2018;5:1291-8.

3.	 Moghadam FS, Moridani MK, Jalilehvand 
Y. Analysis of heart rate dynamics based on 
non-linear lagged returned map for sudden 
cardiac death prediction in cardiovascular 
patients.  Multidimens Syst Signal Process. 
2021;32,693-714.

4.	 Moridani MK, Setarehdan SK, Nasrabadi 
AM, et al. Non-linear feature extraction 
from HRV signal for mortality prediction 
of ICU cardiovascular patient.  J Med Eng 
Technol. 2016;40:87-98.

5.	 Moridani MK, Setarehdan SK, Nasrabadi AM, 
et al. New algorithm of mortality risk prediction 
for cardiovascular patients admitted in intensive 
care unit. Int J Clin Exp Med. 2015;8:8916-26.

6.	 Moridani MK, Setarehdan SK, Nasrabadi AM, 
et al. Analysis of heart rate variability as a 
predictor of mortality in cardiovascular patients 
of intensive care unit. Biocybern Biomed Eng. 
2015;35:217-26.

7.	 Moridani MK, Setarehdan SK, Nasrabadi AM, 
et al. A novel approach to mortality prediction 
of ICU cardiovascular patient based on fuzzy 
logic method. Biomed Signal Process Control. 
2018;45:160-73.

8.	 Khan SI, Hoque ASML. SICE: an improved 
missing data imputation technique. J Big Data. 
2020;7:37. 

9.	 Moridani MK, Habikazemi T, Khoramabadi 
N. Analysis of heart rate dynamics before and 
during meditation.  Int J Online Biomed Eng. 
2021;17:100-18.

10.	 Berthold MR, Borgelt C, Höppner F, et al. Guide 
to intelligent data science. Springer International 

Publishing, Cham. 2020.

11.	 Moridani MK, Mahabadi Z, Javadi N. Heart 
rate variability features for different stress 
classification. Bratisl Lek Listy. 2020;121:619-
27.

12.	 Jarczok MN, Weimer K, Braun C, et al. Heart 
rate variability in the prediction of mortality: a 
systematic review and meta-analysis of healthy 
and patient populations.  Neurosci Biobehav 
Rev. 2022;143:104907. 

13.	 Moridani MK, Anisi N, Eslami AH. Presenting 
a new method to obstructive sleep apnea 
prediction using electrocardiogram signal. The 
International Conference in New Research of 
Electrical Engineering and Computer Science, 
University of Tehran, Iran. 2015.

14.	 Fang SC, Wu YL, Tsai PS. Heart rate variability 
and risk of all-cause death and cardiovascular 
events in patients with cardiovascular disease: 
a meta-analysis of cohort studies. Biol Res 
Nurs. 2020;22:45-56.

15.	 Moridani MK. A novel clinical method for 
detecting obstructive sleep apnea using of non-
linear mapping. J Biomed Phys Eng. 2022;12:31-
4. 

16.	 Moridani MK. An automated method for 
sleep apnoea detection using HRV. J Med Eng 
Technol. 2022;46:158-73.

17.	 Pan J, Tompkins W. A real-time QRS 
detection algorithm. IEEE Trans Biomed Eng. 
1985;23:230-6.

18.	 Acharya UR, Joseph KP, Kannathal N, et al. 
Heart rate variability: a review. Med Biol Eng 
Comput. 2006;44:1031-51.

19.	 Yoo CS, Yi SH. Effects of detrending for analysis 
of heart rate variability and applications to the 
estimation of depth of anesthesia. J Korean Phys 
Soc. 2004;44:561-8.

20.	 Acharya UR, Fujita H, Oh SL, et al. Application 
of deep convolutional neural network for 
automated detection of myocardial infarction 
using ECG signals. Inf Sci. 2017;415:190-8.



Int J Biomed Clin Anal  Vol 3 No 1 June 2023 22

ISSN 2563-9218

21.	 Acharya UR, Kannathal N, Krishnan SM. 
Comprehensive analysis of cardiac health using 
heart rate signals. Physiol Meas. 2004;25:1139-
51.

22.	 Moridani MK, Marjani S. A review of the 
methods for sudden cardiac death detection: a 
guide for emergency physicians. Int J Online 
Eng. 2020;16:137-58.

23.	 Naver HK, Blomstrand C, Wallin BG. Reduced 
heart rate variability after right-sided stroke. 
Stroke. 1996;27:247-51.

24.	 Weiss JW, Johnson ES, Petrik A, et al. Systolic 
blood pressure and mortality among older 
community-dwelling adults with CKD.  Am J 
Kidney Dis. 2010;56:1062-71.

25.	 Fletcher AE, Beevers DG, Bulpitt CJ, et al. 
The relationship between a low treated blood 
pressure and IHD mortality: a report from the 
DHSS Hypertension Care Computing Project 
(DHCCP). J Hum Hypertens. 1988;2:11-5. 

26.	 Bergmark BA, Scirica BM, Steg PG, et al. 
Blood pressure and cardiovascular outcomes in 
patients with diabetes and high cardiovascular 
risk. Eur Heart J. 2018;39:2255-62. 

27.	 Li SJ, Su YY, Liu M. Study on early heart rate 
variability in patients with severe acute cerebral 
vascular disease. Zhongguo Wei Zhong Bing Ji 
Jiu Yi Xue. 2003;15:546-9. 

28.	 Lavinio A, Ene-Iordache B, Nodari I, et al. 
Cerebrovascular reactivity and autonomic drive 
following traumatic brain injury. Acta Neurochir 
Suppl. 2008;102:3-7. 

29.	 D’Addio G, Corbi G, Accardo A, et al. Fractal 
behaviour of heart rate variability reflects 
severity in stroke patients. Stud Health Technol 
Inform. 2009;150:794-8. 

30.	 Tsivgoulis G, Ntaios G. Blood pressure 
variability in subacute ischemic stroke: 
a neglected potential therapeutic target. 
Neurology. 2012;79:2014-5.

31.	 Günther A, Salzmann I, Nowack S, et al. Heart 
rate variability - a potential early marker of sub-
acute post-stroke infections. Acta Neurol Scand. 
2012;126:189-96.

32.	 Graff B, Gąsecki D, Rojek A, et al. Heart rate 
variability and functional outcome in ischemic 
stroke: a multiparameter approach. J Hypertens. 
2013;31:1629-36.

33.	 Rickards CA, Tzeng YC. Arterial pressure and 
cerebral blood flow variability: friend or foe? A 
review. Front Physiol. 2014;5:120.

34.	 Yamaguchi Y, Wada M, Sato H, et al. Impact 
of nocturnal heart rate variability on cerebral 
small-vessel disease progression: a longitudinal 
study in community-dwelling elderly Japanese. 
Hypertens Res. 2015;38:564-9.

35.	 Tang SC, Jen HI, Lin YH, et al. Complexity 
of heart rate variability predicts outcome in 
intensive care unit admitted patients with 
acute stroke. J Neurol Neurosurg Psychiatry. 
2015;86:95-100. 

36.	 Park HO, Choi JY, Jang IS, et al. Assessment 
of the initial risk factors for mortality among 
patients with severe trauma on admission to 
the emergency department. Korean J Thorac 
Cardiovasc Surg. 2019;52:400-8. 

37.	 Yajada M, Moridani MK, Rasouli S. 
Mathematical model to predict COVID-19 
mortality rate. Infect Dis Model. 2022;7:761-76.

38.	 Soares M, Dongelmans DA. Why should we not 
use APACHE II for performance measurement 
and benchmarking? Rev Bras Ter Intensiva. 
2017;29:268-70.

39.	 Reule S, Drawz PE. Heart rate and blood 
pressure: any possible implications for 
management of hypertension? Curr Hypertens 
Rep. 2012;14:478-84.

40.	 Choi MH, Kim D, Choi EJ, et al. Mortality 
prediction of patients in intensive care units using 
machine learning algorithms based on electronic 
health records. Sci Rep. 2022;12:7180. 

41.	 Moridani MK, Pouladian M. A novel method 
to ischemic heart disease detection based on 
non-invasive ECG imaging. J Mech Med Biol. 
2019;19:1950002-9.


